
RANDOM CONTINUUM AND BROWNIAN MOTION

VIKTOR KISS AND S LAWOMIR SOLECKI

Abstract. We describe a probabilistic model involving iterated Brownian

motion for constructing a random chainable continuum. We show that this

random continuum is indecomposable. We use our probabilistic model to define

a Wiener-type measure on the space of all chainable continua.

1. Introduction

In this paper, we give a description of a random chainable continuum. (The

relevant topological notions are defined in Section 2.) In [2], Bing hypothesized that

a certain topologically important continuum may be obtained as the intersection of

a nested sequence of chains such that each chain is picked as a random refinement

of the previous chain in a way similar to a random walk. (The continuum in

question is called the pseudoarc; we give some more information on it in Section 2.)

Bing’s speculation was reiterated by Prajs in his talk [10], in which he also pointed

out that the more basic question of finding a precise probabilistic model behind

Bing’s description is open. Here, we address this question by finding a probabilistic

model for constructing a random chainable continuum. Furthermore, we show that

a random chainable continuum is indecomposable. This is the first probabilistic

construction of indecomposable continua.

Our probabilistic model can be roughly described as follows. Let B = (B(t), t ∈
R) be a standard Brownian motion with two-sided parameter. (In the remainder

of the paper, we will call B a two-sided Brownian motion. Its definition is given in

Section 2.) Let Bn, n ≥ 1, be independent copies of B. We give a procedure for

constructing a sequence of non-degenerate time intervals In, n ≥ 1, all containing

0, such that Bn maps In+1 onto In, so Bn � In+1 can be thought of as a random

refinement of In. Now, the procedure yields a sequence

(1) I1
B1�I2←−−−− I2

B2�I3←−−−− I3
B3�I4←−−−− I4

B4�I5←−−−− · · · ,

which gives rise to the random limit continuum, namely the inverse limit

(2) lim←−
n

(In, Bn � In+1).
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A precise definition of the inverse limit is given in (4). Here we only point out that

it is a continuum that is a subset of RN whose existence is guaranteed entirely by

the diagram (1).

In Theorem 1, we extract from (Bn) such a sequence (In) of non-degenerate

intervals almost surely. This sequence is found in a canonical way without making

arbitrary choices. The canonicity of the sequence is captured by the notion of

a sequence of continuous functions from R to R determining a continuum; see

Section 3. The extraction of (In) from (Bn) is done as follows. We fix an arbitrary

non-degenerate time interval J with 0 ∈ J . It turns out that the sequence of

intervals in each row of the following matrix

B1(J), B1◦B2(J), B1◦B2◦B3(J), B1◦B2◦B3 ◦B4(J), . . .

B2(J), B2◦B3(J), B2◦B3 ◦B4(J), . . .

B3(J), B3 ◦B4(J), . . .

...

converges almost surely to a non-degenerate interval that, importantly, does not

depend on J . The limit interval in the n-th row of the matrix is the interval In.

The immediate problem that now presents itself is to characterize the homeo-

morphism type of the limit continuum (2) for the sequence (In) chosen as above.

In this direction, we show that that the limit continuum is indecomposable almost

surely.

Our proofs use work [4] on iterated Brownian motion.

2. Basic definitions

Let N stand for the set of all positive integers, in particular, by this convention,

0 6∈ N.

By an interval we understand a set of the form {x ∈ R | a ≤ x ≤ b}, where

a, b ∈ R, a ≤ b, so it is a closed interval. The interval is called non-degenerate if

a < b. If I, J are intervals, we write

(3) dist(I, J) = max(|min I −min J |, |max I −max J |).

We note that dist(I, J) is the usual Hausdorff distance between the two compact

sets I and J . For a sequence of intervals (In) and an interval J , we write limn In = J

if limn dist(In, J) = 0.

A continuum is a compact connected metric space. It is non-degenerate if

it has more than one point. A continuum C is indecomposable provided that

whenever it is the union of two of its subcontinua C1 and C2, then C1 = C or

C2 = C. A continuum is hereditarily indecomposable if each of its subcontinua

is indecomposable. A continuum C is called chainable if for each ε > 0 there exists

a continuous function f : C → [0, 1] such that the preimages of points under f have

diameter less than ε. Equivalently, a continuum is chainable if it is the inverse

limit of a sequence of intervals with continuous bonding maps. (Inverse limits and

bonding maps are defined below.) Another equivalent form of this notion says

that a continuum is chainable when it is the intersection of a nested sequence of
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chains. An important chainable continuum is the pseudoarc; for a definition see

[9]. By [1], the pseudoarc is characterized as the unique chainable, hereditarily

indecomposable continuum. Section 4.2 contains additional information on it. See

also [9] for more information on continua.

The inverse limit lim←−n (In, fn � In+1), where fn : R → R is a continuous

function and In ⊆ R is an interval such that fn(In+1) = In for each n ≥ 1, is

defined as

lim←−
n

(In, fn � In+1) ={
(x1, x2, . . . ) ∈ RN | ∀n ∈ N (xn ∈ In and fn(xn+1) = xn)

}
.

(4)

In such a system, each function fn is called a bonding map.

For basic notions concerning Brownian motion, we refer the reader to [8,

Chapter 1]. We only mention here, see [8, Definition 1.1], that a Brownian motion

is a measurable function B : Ω × R+ → R, where Ω is a probability space, such

that B(ω, 0) = 0 for all ω ∈ Ω; the function B(ω, ·) is continuous, on a measure 1

set of ω ∈ Ω; for all 0 ≤ t0 < · · · < tk, the random variables B(·, ti) − B(·, ti−1),

i = 1, . . . , k, are independent; and for 0 ≤ s < t, B(·, t) − B(·, s) is a normally

distributed random variable with expectation 0 and variance t − s. Measurability

of B, which is checked in [8, Exercise 1.2], is understood with respect to the product

measure, where R is equipped with Lebesgue measure. As is customary, most of

the time, we suppress the first coordinate and write B(t) for B(ω, t).

Using the notation in [4], let B+ = (B+(t), t ≥ 0) and B− = (B−(t), t ≥ 0) be

two independent standard one-dimensional Brownian motions. We call the process

B defined by B(t) = B+(t) if t ≥ 0 and B(t) = B−(−t) if t < 0 a two-sided

Brownian motion.

3. The theorem and its proof

We consider sequences f̄ = (fn) of continuous functions fn : R → R with

fn(0) = 0. We recall here that Brownian motion’s paths are almost surely continu-

ous functions whose value is 0 at time 0. We say that the sequence f̄ determines

a continuum if there exists a sequence (In) of intervals with 0 ∈ In such that, for

each non-degenerate interval J with 0 ∈ J , we have

Ik = lim
n

(
fk ◦ · · · ◦ fk+n

)
(J),

where the limit is taken with respect to the Hausdorff metric or, equivalently, the

distance defined by (3). Note that the sequence (In) is determined solely by f̄ .

Additionally, observe that

(5) Ik = fk(Ik+1), for each k ≥ 1.

To see this fact, fix k ≥ 1 and an interval J with 0 ∈ J . Then for the intervals

Jn = (fk+1 ◦ fk+2 ◦ · · · ◦ fk+n)(J),

we have Jn → Ik+1 and fk(Jn) → Ik as n → ∞. The continuity of fk implies

that fk(Jn) → fk(Ik+1) as n → ∞, proving (5). We say that f̄ determines a

non-degenerate continuum if In is non-degenerate for all but finitely many n.
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Equation (5) allows one to form the inverse limit

(6) K(f̄) = lim←−
n

(In, fn � In+1).

This inverse limit is a chainable continuum, as witnessed by the maps

K(f̄) 3 (x1, x2, . . . ) 7→ lk(xk) ∈ [0, 1],

where lk is a linear bijection lk : Ik → [0, 1]. We call K(f̄) the continuum

determined by f̄ . Note that not all sequences f̄ determine a continuum; for

example, the sequence f̄ with fn = idR does not; on the other hand, the sequence

g given by gn(t) = sin(πnt) does determine a non-degenerate continuum.

Recall the definition of a two-sided Brownian motion from Section 2.

Theorem 1. (i) The sequence B̄ = (Bn)n≥1 of independent two-sided Brow-

nian motions determines a non-degenerate continuum with probability 1.

(ii) The continuum determined by B̄ is indecomposable with probability 1.

We spell out Theorem 1 by making explicit the dependence on the variable ω

coming from the probability space Ω on which the Bn-s are defined. The conclusion

of Theorem 1 asserts that the set of all ω ∈ Ω such that

the function Bn(ω, ·) is continuous for each n ∈ N, and

the sequence (Bn(ω, ·))n≥1 determines a non-degenerate continuum, and

the continuum determined by (Bn(ω, ·))n≥1 is indecomposable

has measure 1.

The remainder of this section will be taken by the proof of the theorem above.

Proof of Theorem 1. We call an interval I suitable if it is non-degenerate and

0 ∈ I.

Proof of (i). We denote by Wn(t) = (B1 ◦ B2 ◦ · · · ◦ Bn)(t) the composition of the

first n processes.

We first state two claims, and show how the theorem follows from them. For an

interval I ⊆ R and c > 0, let c ∗ I be the interval with the same center as I and

len(c ∗ I) = c len(I), where len(I) denotes the length of the interval I.

Claim 1. For every ε > 0 and 1 > δ > 0, there exists a k ∈ N such that

(7) P
(

(1 + ε) ∗Wk([−δ, δ]) ⊇Wk

([−1

δ
,

1

δ

]))
> 1− ε.

Claim 2. For every ε > 0, there exists 1 > δ > 0 such that for each k ≥ 1,

(8) P
(
∀n ∈ N

(
Bk+n

([−2n

δ
,

2n

δ

])
⊆
[−2n−1

δ
,

2n−1

δ

]))
> 1− ε,

(9) P
(
∀n ∈ N

(
Bk+n

([
0,

δ

2n

])
⊇
[ −δ

2n−1
,

δ

2n−1

]))
> 1− ε,

(10) P
(
∀n ∈ N

(
Bk+n

([−δ
2n
, 0
])
⊇
[ −δ

2n−1
,

δ

2n−1

]))
> 1− ε.
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Since the sequences of random variables (Bk+n)n have the same distribution for

all k, it is enough to show that with probability 1, the limit limnWn(J) exists and

is the same non-degenerate interval I1 for each suitable interval J .

Let us fix an ε > 0 towards proving an ε approximation of the above statement.

Let δ(ε) = δ > 0, δ < 1, be given by Claim 2 for ε. Then for each k ∈ N Claim 2

(8) implies that with probability greater than 1− ε for each n ∈ N

Bk+1 ◦ · · · ◦Bk+n

([
−2n

δ
,

2n

δ

])
⊆ Bk+1 ◦ · · · ◦Bk+n−1

([
−2n−1

δ
,

2n−1

δ

])
⊆ Bk+1 ◦ · · · ◦Bk+n−2

([
−2n−2

δ
,

2n−2

δ

])
and so for each k ∈ N, with probability greater than 1− ε,

(11) Bk+1 ◦ · · · ◦Bk+n

([
−2n

δ
,

2n

δ

])
⊆
[
−1

δ
,

1

δ

]
holds for all n ∈ N. With a similar argument, Claim 2 (9) and (10) imply that for

each k ∈ N with probability larger than 1− 2ε,

Bk+1 ◦ · · · ◦Bk+n

([
0,

δ

2n

])
⊇ [−δ, δ]

Bk+1 ◦ · · · ◦Bk+n

([
−δ
2n
, 0

])
⊇ [−δ, δ]

(12)

both hold for all n ∈ N. Therefore with probability greater than 1 − 3ε, all three

equations hold for each n ∈ N.

Let κ be the k chosen Claim 1 for the given ε and δ and put

I(ε) = Wκ([−δ, δ]).

Using (7), (11) and (12) with k = κ, with probability greater than 1− 4ε,

Wκ ◦Bκ+1 ◦ · · · ◦Bκ+n

([
−2n

δ
,

2n

δ

])
⊆Wκ

([
−1

δ
,

1

δ

])
⊆ (1 + ε) ∗ I(ε),

Wκ ◦Bκ+1 ◦ · · · ◦Bκ+n

([
0,

δ

2n

])
⊇ I(ε),

Wκ ◦Bκ+1 ◦ · · · ◦Bκ+n

([
−δ
2n
, 0

])
⊇ I(ε),

(13)

all hold for each n ∈ N.

For each suitable interval J there is an index n0(J) > 0 such that for each

n ≥ n0(J)

(14) J ⊆ [−2n/δ, 2n/δ] and either [0, δ/2n] ⊆ J or [−δ/2n, 0] ⊆ J.

Thus, using (13), we see that with probability greater than 1− 4ε,

(15) I(ε) ⊆Wκ+n(J) ⊆ (1 + ε) ∗ I(ε),

for all suitable J and large enough n depending on J .

We now apply the conclusion above for ε, ε/2, ε/4, . . . simultaneously, to obtain

that with probability at least 1− 8ε, (15) holds for ε
2j for each j ≥ 0. Now suppose

that (15) holds for each ε
2j . It is enough to show that in this case, limn→∞Wn(J)
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exists and is the same non-degenerate interval for all suitable J . To see this, note

that I(ε) ⊆ (1 + ε
2j ) ∗ I( ε2j ) and I( ε2j ) ⊆ (1 + ε) ∗ I(ε), hence there is a universal

upper and lower bound on the length of the intervals I( ε2j ). Similarly, we can write

I( ε
2l ) ⊆ (1 + ε

2j ) ∗ I( ε2j ) and I( ε2j ) ⊆ (1 + ε
2l ) ∗ I( ε

2l ) for each j and l, hence the

sequence of intervals (I( ε2j ))j≥0 is Cauchy in the complete Hausdorff metric. Thus,

it converges to some non-degenerate interval I1 as j →∞. As the distance of I( ε2j )

and (1 + ε
2j ) ∗ I( ε2j ) converges to 0 as j → ∞, the sequence ((1 + ε

2j ) ∗ I( ε2j ))j≥0

converges to I1 as well. Using (15), it follows that Wκ+n(J) converges to I1 for

each suitable interval J . Therefore, it remains to prove the two claims.

Before we start, let us denote by M(t) = supx∈[0,t]B(x) the maximum of a

Brownian motion on the interval [0, t]. We recall from [8, Theorem 2.21] the formula

(16) P(M(t) > a) = 2P(B(t) > a), for a > 0,

from which we also obtain

(17) P(M(t) ≤ a) = 1− 2P(B(t) > a) = 2P(0 ≤ B(t) ≤ a), for a > 0.

Proof of Claim 1. We start with a formula for the distribution of the length of the

image of an interval under Wn. We denote the oscillation of Wk on the interval

[0, t] by

∆k(t) = len(Wk([0, t])) = sup
0≤x≤y≤t

|Wk(x)−Wk(y)| = sup
0≤x≤t

Wk(x)− inf
0≤x≤t

Wk(x)

and let D1, D2, . . . be independent, identically distributed copies of ∆1(1). Then

by [4, Lemma 9],

(18) ∆k(t)
(d)
= t2

−k
k∏
i=1

D2−(i−1)

i ,

where
(d)
= means equality in distribution.

We show that the expected value of | log(∆k(t))| is finite. Using (18), we get

(19) E log(∆k(t)) = 2−k log t+

k∑
i=1

2−(i−1) E log(Di).
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Therefore, it is enough to show that E | log(∆1(1))| is finite. We compute

E| log(∆1(1))| =
∫ ∞

0

P(log(∆1(1)) > x)dx+

∫ 0

−∞
P(log(∆1(1)) ≤ x)dx

=

∫ ∞
0

P(∆1(1) > ex)dx+

∫ 0

−∞
P(∆1(1) ≤ ex)dx

≤ 2

∫ ∞
0

P(M(1) > ex/2)dx+

∫ 0

−∞
P(M(1) ≤ ex)dx

= 4

∫ ∞
0

P(B(1) > ex/2)dx+ 2

∫ 0

−∞
P(0 ≤ B(1) ≤ ex)dx

= 4

∫ ∞
0

1√
2π

∫ ∞
ex/2

e−u
2/2dudx+ 2

∫ 0

−∞

1√
2π

∫ ex

0

e−u
2/2dudx

≤ 4

∫ ∞
0

1√
2π

(∫ ∞
ex/2

e−u/4du

)
dx+ 2

∫ 0

−∞

1√
2π

(∫ ex

0

1du

)
dx <∞

where we used (16) and (17) for the third equality and −u2/2 ≤ −u/4 holding for

u ≥ 1/2 for the second inequality.

Using (19), finiteness of E log(∆k(t)), and the fact that the distribution of the

length of the image of an interval under Wk only depends on the length of the

interval, we get

E log(len(Wk([−1/δ, 1/δ])))− E log(len(Wk([−δ, δ]))) =
log(1/δ2)

2k
.

Now we choose k large enough so that the difference is smaller than ε log(1 + ε/2).

Then Markov’s inequality implies that with probability at least 1− ε,

log(len(Wk([−1/δ, 1/δ])))− log(len(Wk([−δ, δ]))) ≤ log(1 + ε/2).

Therefore, with probability at least 1− ε,

(20)
len(Wk([−1/δ, 1/δ]))

len(Wk([−δ, δ]))
≤ 1 +

ε

2
.

The fact that Wk([−1/δ, 1/δ]) ⊇Wk([−δ, δ]) and (20) imply

(1 + ε) ∗Wk([−δ, δ]) ⊆Wk([−1/δ, 1/δ]),

and the claim follows. �

Proof of Claim 2. We find a suitable δ in the form of 1/2n. The proof consists of

calculations using (16) and (17). Let N be a standard normal random variable.

For n ∈ N, we have

P
(
B([−2n, 2n]) 6⊆ [−2n−1, 2n−1]

)
≤ 4P

(
M(2n) > 2n−1

)
= 8P

(
B(2n) > 2n−1

)
= 8P

(
2

n
2B(1) > 2n−1

)
= 8P

(
N > 2

n
2−1

)
≤ 2−

n
2 +4,
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using (16), the scaling invariance of the Brownian motion (see e.g. [8, Lemma 1.7])

and the inequality P(N > x) ≤ 1
x . We also get

P
(
B
([

0,
1

2n

])
6⊇
[
− 1

2n−1
,

1

2n−1

])
≤ 2P

(
M
( 1

2n

)
<

1

2n−1

)
= 4P

(
0 ≤ B

( 1

2n

)
<

1

2n−1

)
=

4 · 2n/2√
2π

∫ 1/2n−1

0

e−u
22n/2du

≤ 4 · 2n/2

2n−1
√

2π
≤ 2−n/2+2,

where (17) is applied for the first equality. And similarly, we obtain

P
(
B
([
− 1

2n
, 0
])
6⊇
[
− 1

2n−1
,

1

2n−1

])
≤ 2−n/2+2.

These probabilities are summable, hence for a given ε > 0, for large enough n0, the

sum of them for n ≥ n0 is less than ε. By setting δ = 1/2n0 , the claim follows from

the fact that the probabilities are independent of k. �

Proof of (ii). We keep our notation from the proof of point (i). For a suitable

interval I, let

w(I) = min(max(I),−min(I)).

Claim 3. lim supn w(In) > 0 with probability 1.

Assuming the claim, we show point (ii). Let K = K(B̄) be the continuum

determined by B̄ = (Bn)n∈N, as defined in (6). Assume

(21) K = L1 ∪ L2

with L1 and L2 being continua. We aim to show that K = L1 or K = L2. Let

J1
n = {xn : (x1, x2, . . . ) ∈ L1}, and similarly, J2

n = {xn : (x1, x2, . . . ) ∈ L2} for

each n. From compactness and connectedness of L1 and L2, we get that J1
n and J2

n

are compact intervals for each n. Moreover, since L1, L2 ⊆ K, and K is an inverse

limit with bonding maps Bn, we see that Bn maps J1
n+1 onto J1

n and J2
n+1 onto

J2
n. Together with equality (21), we conclude that

(22) In = J1
n ∪ J2

n, Bn(J1
n+1) = J1

n, and Bn(J2
n+1) = J2

n,

and

(23) L1 = lim←−
n

(J1
n, Bn � J1

n+1) and L2 = lim←−
n

(J2
n, Bn � J2

n+1).

From Claim 3, we obtain d > 0 and an infinite set X ⊆ N such that

(24) max In > d and min In < −d for all n ∈ X.

Now, noting that 0 ∈ In for each n, {min In, 0,max In} ∈ J1
n ∪ J2

n by the first

inequality in (22). Hence, for some i0 ∈ {1, 2} we have that 0,max In ∈ J i0n or

0,min In ∈ J i0n . We then get i0 ∈ {1, 2} and an infinite set Y ⊆ X such that

(25) 0, max In ∈ J i0n for all n ∈ Y or 0, min In ∈ J i0n for all n ∈ Y.
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To fix attention, assume that i0 = 1 and that, in (25), the first alternative holds.

Then, using (24), we see that

(26) [0, d] ⊆ J1
n for all n ∈ Y.

Now, for each m, in the sense of the Hausdorff metric,

Im = lim
n>m,n∈Y

(
Bm ◦ · · · ◦Bn

)
([0, d]) ⊆

⋃
n

(
Bm ◦ · · · ◦Bn

)
(J1
n) = J1

m,

where the first equality holds by (i) of the theorem, the inclusion holds by (26),

and the last equality holds by (22). So we proved that Im = J1
m holds for all m,

which gives K = L1 by (23), as required.

It remains to show the claim.

Proof of Claim 3. Let

an = w(In).

Then (an) is a sequence of identically distributed random variables. We have a1 > 0

with probability 1. Indeed, the random variables max I1 and −min I1 have the same

distribution by the symmetry of the formula

I1 = lim
n
Wn([−1, 1]).

Thus, since I1 is non-degenerate with probability 1, we have that both max I1 > 0

and −min I1 > 0 hold with probability 1, which gives P(a1 > 0) = 1. It follows

that there exists d > 0 such that

P(a1 < d) < 1− 2ε

for small enough ε > 0. Since the sequence (an) is identically distributed, we get

that, for small enough ε > 0,

(27) ∀n P(an < d) < 1− 2ε.

Find, a sequence 1 = n0 < n1 < n2 < · · · such that

(28) P
(

dist
(
Ink

, Bnk
◦ · · · ◦Bnk+1−1([0, 1])

)
<
d

3

)
> 1− ε

2k+1
.

Define

bk = w
(
Bnk
◦ · · · ◦Bnk+1−1([0, 1])

)
.

So, (bk) is a sequence of independent random variables. By (28),

(29) P
(
∀k ank

> bk −
d

3

)
> 1−

∑
k

ε

2k+1
= 1− ε

and, by (28) and (27), for each k

(30) P
(
bk <

2d

3

)
≤ P

(
ank

< d
)

+ ε < 1− ε.

By independence of (bk) it follows from (30) that

P
(
bk <

2d

3
for all but finitely many k

)
= 0,

and, therefore,

P
(
bk ≥

2d

3
for infinitely many k

)
= 1.
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Thus, by (29),

P
(
ank
≥ d

3
for infinitely many k

)
> 1− ε.

It follows that

P
(
lim sup

n
an ≥

d

3

)
> 1− ε.

Since ε > 0 can be made arbitrarily small with the fixed d, the claim is proved. �

This finishes the proof of the theorem. �

4. Further observations

We make here a few comments on the main construction of this paper. We also

present some alternative probabilistic models for a random continuum. Let C(X)

be the space of all continua that are subsets of a Polish space X. Equip C(X) with

the topology induced by the Hausdorff metric making C(X) into a Polish space; see

[5, 3.12.27(b,g), 6.3.22(b)].

4.1. A Wiener-type measure on the space of continua. We rephrase Theo-

rem 1 in terms of a Borel probability measure defined on the space of all subcontinua

of RN.

Theorem 1(i) allows us to define a Borel probability measure β on C(RN), which

is a version of Wiener measure. We describe now how β is constructed. Let B̄ =

(Bn)n≥1 be a sequence of independent two-sided Brownian motions as in Theorem 1.

For ω ∈ Ω, we write

(31) B̄(ω)

for the sequence of functions (Bn(ω, ·))n≥1. Theorem 1(i) asserts that the set

Ω0 = {ω ∈ Ω |Bn(ω, ·) is continuous for each n ∈ N, and

B̄(ω) determines a continuum}

has measure 1. Recall definition (6), and consider the following function defined on

Ω0:

(32) Ω0 3 ω 7→ K
(
B̄(ω)

)
∈ C(RN).

Lemma 1. The function defined by formula (32) is measurable on Ω0.

Proof. Let

B : Ω× R→ R.
be a two-sided Brownian motion. For ω ∈ Ω and t ∈ R, we write

Bω and Bt

for the functions B(ω, ·) and B(·, t), respectively.

Let C(R,R) be the space of continuous functions from R to R equipped with the

topology of uniform convergence on compact sets. It is a separable metric space.

Let

Ω1 = {ω ∈ Ω | Bω is continuous}.
Then Ω1 has measure 1.
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Claim 1. The function

Ω1 3 ω 7→ Bω ∈ C(R,R)

is measurable.

Proof of Claim 1. Let

T = {t ∈ R | Bt is measurable}.

First we prove that T = R. Since B is a measurable function, by Fubini’s Theorem,

T has full Lebesgue measure, in particular, it is dense in R. Let t ∈ R be arbitrary,

and let tk, k ∈ N, be a sequence of elements of T convergent to t. Then, by the

definition of Ω1, we have that

Btk � Ω1 → Bt � Ω1 pointwise, as k →∞.

Thus, Bt � Ω1 is measurable, and, since Ω1 has measure 1, Bt is measurable, that

is, t ∈ T . Now, T = R implies that, for all real numbers t and r ≤ s, the set

(33) {ω ∈ Ω | r ≤ Bt(ω) ≤ s} is measurable.

To prove the claim, it suffices to show that, for a compact set K ⊆ R and

continuous functions f, g : K → R with f ≤ g, the set

(34) {ω ∈ Ω1 | f(t) ≤ Bω(t) ≤ g(t)}

is measurable. Let Q ⊆ K be countable and dense in K. Then, by continuity of f ,

g, and Bω for ω ∈ Ω1, the set (34) is equal to⋂
t∈Q
{ω ∈ Ω1 | f(t) ≤ Bt(ω) ≤ g(t)},

which is measurable by (33), and the claim follows.

Let B̄ = (Bn) be a sequence of independent two-sided Brownian motions on Ω.

Then

Ω2 = {ω ∈ Ω | (Bn)ω is continuous, for each n ∈ N}
has measure 1 as the intersection of countably many sets of measure 1. Recall

the definition (31) of B̄(ω) and note that the following claim is an immediate

consequence of Claim 1. (Independence of the Bn-s, n ∈ N, is not used here.)

Claim 2. The function

Ω2 3 ω 7→ B̄(ω) ∈ C(R,R)N

is measurable.

Define now

D = {f̄ ∈ C(R,R)N | f̄ determines a continuum}.

We adopt the convention that f̄ = (fn).

Recall that a function from a metric space to a metric space is called Borel if

preimages of open sets belong to the σ-algebra of Borel sets; more information on

Borel functions can be found in [7, Section 11C].
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Claim 3. The function

D 3 f̄ 7→ K(f̄) ∈ C(RN)

is Borel.

Proof of Claim 3. Let

E = {
(
f̄ , (In)

)
∈ C(R,R)N × C(R)N | fn(In+1) = In for each n ∈ N}.

It is easy to check that the function

(35) E 3
(
f̄ , (In)

)
7→ lim←−(In, fn � In+1) ∈ C(RN)

is continuous.

For f̄ ∈ D, for each n ∈ N, there exists an interval In(f̄) such that

(36) In(f̄) = lim
k

(fn ◦ · · · ◦ fn+k)([−1, 1]).

For a fixed k ∈ N, the function

(37) D 3 f̄ 7→ (fn ◦ · · · ◦ fn+k)([−1, 1]) ∈ C(R)

is clearly continuous hence, by (36), the function

D 3 f̄ 7→ In(f̄) ∈ C(R)

is Borel as a pointwise limit of a sequence of continuous functions (37). It follows

that the function

D 3 f̄ 7→
(
In(f̄)

)
∈ C(R)N

is Borel, from which we get that

(38) D 3 f̄ 7→
(
f̄ ,
(
In(f̄)

))
∈ E

is Borel as well. Thus, the function in the statement of the claim is Borel as the

composition of (38) with (35), and the claim follows.

Now, clearly Ω0 ⊆ Ω2 and, for each ω ∈ Ω0, B̄(ω) is an element of D. Thus, the

function in (32) is measurable as the composition of the functions from Claims 2

and 3. �

The above lemma allows us to transfer the probability measure on Ω to C(RN)

using function (32). We denote this transferred measure by β. Theorem 1(ii) is

equivalent to asserting that the set

{K ∈ C(RN) | K is a non-degenerate chainable indecomposable continuum}

is of full measure with respect to β.

It would be interesting to see if β is in some sense canonical.
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4.2. Bing’s question. Bing’s question from [2] can now be stated precisely. With

the notation from Theorem 1, is it the case that K(B̄) is the pseudoarc with

probability 1? Or, equivalently, in terms of the measure β defined above, is it

the case that

β
(
{K ∈ C(RN) | K is the pseudoarc}

)
= 1?

In response to the present paper, in the recent manuscript [Iterated Brownian mo-

tion ad libitum is not the pseudo-arc, arXiv:2101.12489 (2021)], Casse and Curien

answered this question in the negative by proving that, with probability 1, the

continuum K(B̄) is not hereditarily indecomposable, so it is not the pseudoarc.

In the topological context, as opposed to the measure theoretic context con-

sidered in this paper, prevalence of the pseudoarc has been known for a while.

By [1], the set of continua homeomorphic to the pseudoarc is comeager in the

space of continua C([0, 1]N). Similarly for inverse limits. Let Cs([0, 1], [0, 1]) be

the space of all continuous surjections from [0, 1] to itself. It is a Polish space

when equipped with the uniform convergence topology. By [3], the set of sequences

(fn) ∈ Cs([0, 1], [0, 1])N such that lim←−n([0, 1], fn) is homeomorphic to the pseudoarc

is comeager in Cs([0, 1], [0, 1])N.

4.3. Comments on other models for a random continuum. We present here

some other possible ways of modeling a random chainable continuum. At this

point, we find them less interesting than the way studied in this paper as they

involve certain arbitrary choices and do not involve unaltered Brownian motion (or

unaltered random walk).

1. One considers a sequence of independent Brownian motions (Bn) and modifies

them to reflected Brownian motions (|Bn|). (For the reflected Brownian motion see

[8, Section 2.3].) Then one chooses a sequence of random variables (Tn) so that

0 < Tn < ∞ and |Bn|([0, Tn+1]) = [0, Tn] almost surely. Finally, one defines the

random continuum

lim←−
n

([0, Tn], |Bn| � [0, Tn+1]).

2. We recast the construction from point 1 above making it combinatorial. This

is done by using the random walk, instead of the Brownian motion, and the point

of view from [6]. We make a concrete choice for the sequence of random variables

(Tn) and provide some detailed arguments.

For n ∈ N, let [n] = {1, . . . , n}. A walk is a function f : [m] → [n], m,n ∈ N,

m,n ≥ 1, such that f(1) = 1, f is surjective, and

|f(x)− f(x+ 1)| ≤ 1

for all x ∈ [m− 1].

We produce a sequence (kn) of elements of N and a sequence of walks

fn : [kn+1]→ [kn].

Set k0 = 2. Assume kn is given. We define fn by setting fn(1) = 1 and requiring

that if fn(2x− 1) is given, then fn(2x) = fn(2x− 1), and

if 1 < fn(2x) < kn, then
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— fn(2x+ 1) = fn(2x) + 1 with probability 1/2,

— fn(2x+ 1) = fn(2x)− 1 with probability 1/2;

if fn(2x) = 1, then fn(2x+ 1) = 2;

if fn(2x) = kn, then fn(2x+ 1) = kn − 1.

We stop this process defining fn when we reach x0 such that fn(x0) = kn. We

let kn+1 = x0. This stopping procedure is somewhat arbitrary and can probably

be modified without changing the fundamental properties of the model. So each fn
is a truncated reflected random walk on [kn].

The three claims below and definition (39) give a description of the probabilistic

model.

The following claim is a consequence of, for example, [8, Theorem 5.4].

Claim. With probability 1, the sequence (kn) is defined.

We view [m], for m ∈ N, m ≥ 1, as a finite discrete topological space with m

points. Consider the inverse limit lim←−n([kn], fn) of topological spaces. Define the

following relation R on it. For (xn), (yn) ∈ lim←−n([kn], fn), let

(39) (xn)R (yn)⇔ ∀n |xn − yn| ≤ 1.

Claim. With probability 1, R is an equivalence relation that is compact when seen

as a subset of the product lim←−n([kn], fn)× lim←−n([kn], fn). Each equivalence class of

R has at most two elements.

To prove the claim above, note first that R is clearly reflexive and symmetric and

it is obviously compact. So, to see the remainder of the claim it will suffice to show

that each (yn) ∈ lim←−n([kn], fn) is R-related to at most one element of lim←−n([kn], fn)

distinct from (yn). Towards a contradiction, assume otherwise, that is, assume

that, with positive probability, there are (xn), (yn), (zn) ∈ lim←−n([kn], fn) such that

(xn) 6= (yn) 6= (zn) 6= (xn) and (xn)R (yn)R (zn).

These relationships imply that, for large enough n, we have

(40) xn + 1 = yn = zn − 1 or zn + 1 = yn = xn − 1.

Thus 1 < yn < kn for large enough n. Hence, using the definition of fn, depending

on the parity of yn+1, either fn(yn+1 + 1) or fn(yn+1 − 1) is equal to fn(yn+1) =

yn for large enough n. This means, using (40), that either fn(xn+1) = xn or

fn(zn+1) = zn is equal to yn, contradicting (40) for large enough n.

It follows from the above claim that, with probability 1, R is a compact equiva-

lence relation whose equivalence classes have at most two elements. Thus,

(41)
(
lim←−
n

([kn], fn)
)
/R

with the quotient topology is a compact metric space.

Claim. With probability 1, lim←−n([kn], fn)/R is a continuum.

To see this claim, set X = lim←−n([kn], fn). We need to show that, for any two

non-empty, closed-and-open sets U, V such that

U ∪ V = X,
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there exist sequences (xn) and (yn) with

(42) (xn) ∈ U, (yn) ∈ V, and (xn)R (yn).

Fix such U and V . By compactness, there exists n0 and sets A,B such that

A ∪B = [kn0
], U = {(xn) ∈ X | xn0

∈ A} and V = {(yn) ∈ X | yn0
∈ B}.

Clearly, there are x ∈ A and y ∈ B with |x − y| ≤ 1. Since each function in the

sequence (fn) is a walk, one easily finds sequences (xn), (yn) ∈ X such that xn0
= x,

yn0
= y, and |xn − yn| ≤ 1 for all n. It follows that (42) holds for these sequences,

and the claim is proved.

The claim above allows us to see the space (41) as a random continuum.
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