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Abstract. We explore connections between stellar moves on simplicial com-
plexes (these are fundamental operations of combinatorial topology) and pro-
jective Fraïssé limits (this is a model theoretic construction with topological
applications).

We identify a class of simplicial maps that arise from the stellar moves of
welding and subdividing. We call these maps weld-division maps. The core
of the paper is the proof that the category of weld-division maps fulfills the
projective amalgamation property. This gives an example of an amalgamation
class that substantially differs from known classes.

The weld-division amalgamation class naturally gives rise to a projective
Fraïssé class. We compute the canonical limit of this projective Fraïssé class
and its canonical quotient space. This computation gives a combinatorial
description of the geometric realization of a simplicial complex and an example
of a combinatorially defined projective Fraïssé class whose canonical quotient
space has topological dimension strictly bigger than 1.

The method of proof of the amalgamation theorem is new. It is not geo-
metric or topological, but rather it consists of combinatorial calculations per-
formed on finite sequences of finite sets and functions among such sequences.
Set theoretic nature of the entries of the sequences is crucial to the arguments.
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Part 1. Introduction

The paper interacts with three areas—amalgamation classes, projective Fraïssé
limits, and stellar moves of combinatorial topology. It gives a new amalgamation
class that is quite distinct from the amalgamation classes studied so far. Through
projective Fraïssé limits, it gives a new, combinatorial presentation of the geo-
metric realization of a simplicial complex and a combinatorially defined projective
Fraïssé class with the canonical quotient having topological dimension bigger than
1. Finally, it develops a new method of dealing with stellar moves on simplicial
complexes and simplicial maps among them.

The heart of the paper is a proof of the amalgamation property for a natural
class of simplicial maps acting among simplicial complexes. In the definition of
the amalgamation class, we take as our departure point the two operations, known
as stellar moves, on simplicial complexes that are fundamental to combinatorial
topology—stellar subdivision and, its inverse, welding. We start with decoupling
the two operations:

— we use stellar subdivision as a generating procedure for our amalgamation
class; it produces new simplicial complexes and, together with composition,
new simplicial maps;

— we use welding to define the base family of simplicial maps in our amal-
gamation class; simplicial maps in the class are produced by closing of the
base family under stellar subdivision and composition.

We prove the amalgamation theorem for the class of simplicial maps sketched out
above. Our results reveal that the class is small enough to have strong combinatorial
properties and large enough to remember the topology of simplicial complexes.

Now, we outline the content of the paper in more detail.
Stellar moves, that is, stellar subdivision and welding, provide a combinato-

rial method of modifying simplicial complexes while retaining their geometric and
topological structures. They go back to the papers of Alexander [2] and Newman
[28], [29]. Stellar moves have been shown to be “geometrically complete” in various
senses in [28], [2], [34], [1]; see [25, Theorem 4.5] for an exposition of the theorem
from [28] and [2] and see also [26] for a related result. Stellar moves have formed the
basis of combinatorial topology since the publication of the three papers by Alexan-
der and Newman mentioned above; see [14] and [25]. We recall the fundamental
notions of the theory of stellar moves in Appendix A.1.

Amalgamation classes, that is, classes of structures that fulfill the amalga-
mation property, are a well-researched area of combinatorics with firm connections
to the study of homogeneous structure and Ramsey theory. A number of amalga-
mation classes have been described, both of the direct and projective kinds, and
classifications of amalgamation classes in prescribed contexts have been achieved.
The reader may consult [11], [17], [24], [28] and the papers cited in the paragraph
below for more background information.
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Projective Fraïssé theory is a method of producing “generic” compact topo-
logical spaces from classes of finite combinatorial objects by taking canonical pro-
jective limits and quotients. The method makes it possible to approach topological
questions using combinatorial arguments. Projective Fraïssé theory was developed
in [18]. It builds on and extends model theoretic ideas coming from Fraïssé [13],
see also [16, Section 7.1]. This approach was applied in various topological situa-
tions; see [3], [4], [6], [7], [8], [9], [10], [12], [23], [30]. We recall the basic notions of
projective Fraïssé theory in Appendix A.2.

In this paper, we start with an arbitrary (abstract) simplicial complex A. We
consider the class 〈A〉 consisting of simplicial complexes produced from A by iter-
ated application of stellar subdivisions. These are our objects. Next, we define a
class of simplicial maps among complexes in 〈A〉, which we name weld-division
maps. These are our morphisms. Now, the complexes in 〈A〉, as objects, and weld-
division maps among them, as morphisms, form a natural category D(A) associated
with the simplicial complex A.

Since the class of weld-division maps is new, we comment briefly on the way it
is defined. First, we introduce the operation of stellar subdivision of a simplicial
map that is parallel to the notion of stellar subdivision of a simplicial complex;
this is done in Section 1.3. Weld-division maps are then defined as follows; for
details see Section 2 and Appendix C. The basic building blocks in this definition
are what we call weld maps between simplicial complexes, which are inverses of
stellar subdivisions of simplicial complexes and are a refinement of the operation of
welding. Weld-division maps are obtained from weld maps by closing them under
composition and stellar subdivision of simplicial maps.

We investigate properties of the category D(A), which amounts to a combina-
torial study of weld-division maps. Our principal result, Theorem 3.1, asserts that
the class of weld-division maps has an amalgamation property—the projective
amalgamation property. That is, given two weld-division maps f ′ : B → A and
g′ : C → A, where A,B,C are in 〈A〉, there exist weld-division maps f : D → B

and g : D → C, for some D in 〈A〉, such that

f ′ ◦ f = g′ ◦ g,

or, in the form of a commuting diagram,

B

A D

C

f ′ f

gg′

We deduce from this result that the category D(A) forms a transitive projec-
tive Fraïssé class; this is done in Theorem 3.2. As such, it is subject to the general
approach described in Appendix A.2. In particular, it has a canonical limit, called
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the projective Fraïssé limit. From the limit, we extract, again following the gen-
eral theory, a compact zero-dimensional metric space A with a compact equivalence
relation RA on it. Now, we are in a position to form the quotient space A/RA—the
canonical quotient space of D(A). A natural question arises of topologically
identifying this space. In Theorem 3.3, we prove that the canonical quotient space
is homeomorphic to the geometric realization of the simplicial complex A; a defini-
tion of geometric realization is recalled in Appendix A.1. Two aspects of the above
results may be worth highlighting. First, this is the first case of the canonical quo-
tient space of a combinatorially defined projective Fraïssé class having topological
dimension strictly greater than 1. Second, the results give a purely combinatorial
definition of the geometric realization of an abstract simplicial complex.

A comment about the method of proof is in order. The interest in the class
D(A) comes, to a large degree, from the geometric, multidimensional nature of its
objects and morphisms. However, in proving the amalgamation property for D(A),
we found it impossible to employ geometric or topological methods. Consequently,
the proof of this property is rather unexpected. The high dimensional geometric
problems are handled by forming a calculus of finite sequences of finite sets. To be
a bit more specific, we note that finite sets are fundamental to our considerations.
They are the building blocks of simplicial complexes. They are also operators on
simplicial complexes, that is, a finite set applied to a complex subdivides it. Since
we consider iterative stellar subdivisions, that is, subdivisions implemented by finite
sequences of finite sets, and simplicial maps among so subdivided complexes, we
are naturally led to a study of finite sequences of finite sets and appropriately
defined functions among such sequences. Developing these ideas, we carry out
the main arguments by performing computations and combinatorial manipulations
on finite sequences of finite sets and functions among them. Curiously, crucial to
these considerations is the set theoretic character of the entries of the sequences—in
particular, the cumulative hierarchy of sets, the relation ∈ of membership and its
well foundedness, boolean operations, formation of singletons, etc. The proof of
the amalgamation property is long and rather involved—it occupies in Parts 4 and
5 and Appendices B and C—but it is self-contained.

An earlier attempt to construct a combinatorial projective Fraïssé category
whose canonical quotient space is equal to the geometric realization of a given
simplicial complex was made in the circulated note [31]. This attempt was not suc-
cessful as the proof of the projective amalgamation theorem for the category from
that note contains a gap. (In the proof of [31, Theorem 3.2], the transition from
h to βh is unjustified.) So, the projective Fraïssé limit in [31] is not defined. The
approach in the current paper differs from that in [31] in two major ways. First,
the category studied here is broader than the one in [31]. The second difference is
a complete change in the method of proof with the leading role played now by the
combinatorial calculus of sequences of sets mentioned above.

Acknowledgement. I thank Aristotelis Panagiotopoulos for our stimulating dis-
cussions during the time of our work on the note [31]. I am grateful to Jarik Nešetřil,
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Honza Hubička, and Matěj Konečný for making it possible for me to present the
subject matter of this paper at the Midsummer Combinatorial Workshop in August
2024, which gave me a chance to consolidate my thinking on the subject. Finally,
I thank Kostya Slutsky for preparing the very nice drawings for me.
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Part 2. Background and statements of the main results

1. Subdivided simplicial complexes and maps among them

1.1. Stellar subdivision. We recall the definition of stellar subdivision of com-
plexes. The formulation below of the definition is from [20, Section 2.1.5]. It is
equivalent to the classical formulation, as given, for example, in [25].

Let A be a complex and let s be a non-empty finite set. We define the stellar
subdivison sA of A by s. Fix a new vertex s ‹ . We declare sA to consist of the
following sets

(1.1)

{
y ∪ {s ‹}, if s 6⊆ y and s ∪ y ∈ A;

y, if s 6⊆ y and y ∈ A.

It is easy to check that so defined family sA of sets is a complex. We will sometimes
refer to faces of the form y ∪ {s ‹} as the new faces of sA and to faces of the form
y as the old faces of sA.

One can view forming sA as follows. We keep from A all the faces t with s 6⊆ t.
We remove all the faces t of A with s ⊆ t and replace each such face with the family

{y ∪ {s ‹} | s ∪ y = t},

that is, each face t of A with s ⊆ t is shattered into a number of new faces.
Observe further that if s is not a face of A, then sA = A. Defining sA in the

cases when s is not a face of A may seem gratuitous; in fact, the general definition
makes computations easier as it allows us to write formulas and manipulate them
without worrying about excluding certain divisions because they do not change the
complex being divided.

The operation of division can, of course, be iterated. For a sequence s0, . . . , sn
of finite non-empty sets, let

(1.2) s0s1 · · · slA = s0(s1 · · · (slA) · · · ).

Our convention is that for the empty sequence ∅, we have ∅A = A.
Below, we will say division instead of the longer stellar subdivision.

For the remainder of Part 2, we fix a complex A.

1.2. A class of complexes and maps among them.
We consider the family of all complexes obtained by iteratively dividingA. These

complexes carry additional structure; namely, each face s of such a complex remem-
bers in which faces σ of A it is “included.” To make it formal, for a complex B,
which is obtained by iterative application of division to A, and for a face σ of A,
we define a family DB

σ of faces of B. If B = A, then, for a face s of A,

s ∈ DA
σ ⇔ s ⊆ σ.

Let now B = tB′, for a finite set t, and assume DB′

σ is defined. Let s be a face of
B. If s is an old face of B, that is, it is a face of B′, then

s ∈ DB
σ ⇔ s ∈ DB′

σ .
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Otherwise, s = {t ‹} ∪ y and t ∪ y is a face of B′. Let

s ∈ DB
σ ⇔ t ∪ y ∈ DB′

σ .

It can be checked that with the definition from Appendix A.1 the geometric realiza-
tions of B and A are homeomorphic with each other with a homeomorphism such
that s is an element of DB

σ precisely when each vertex of s is mapped to a point that
is in the convex span of the vertices of σ. From this point on when talking about a
simplicial complex B obtained from A by iterated subdivision, we assume that the
complex comes equipped with with the additional structure DB

σ , for σ ∈ A. We
call this family DB

σ , σ ∈ A, the face structure of B.
Let A,A′ be complexes obtained from A by iterating the division operation. A

function f : A→ A′ is called a grounded simplicial map if it is simplicial, and,
for each σ ∈ A, we have

t ∈ DA′

σ ⇔
(
t = f(s), for some s ∈ DA

σ

)
.

A function f : A→ A′ is called a grounded isomorphism if it is a bijection that
is grounded simplicial. Note that for a grounded isomorphism f we have

s ∈ DA
σ ⇔ f(s) ∈ DA′

σ , for each s ∈ A.

Obviously, if f is a grounded isomorphism, so is f−1. In the above situation, we
say that A and A′ are ground isomorphic.

Let
〈A〉

be the family of all complexes obtained from A be iterated application of the divi-
sion operation, where we identify two such complexes if they are ground isomorphic.
We equip each element B of 〈A〉 with the relations DB

σ , for σ ∈ A.
The relation of the class 〈A〉 with the class of all complexes obtained from A by

applying all stellar moves, that is, divisions and, their inverses, welds, is clarified
by the recent paper of Adiprasito and Pak [1]. They prove that if a complex A′ is
obtained from A using stellar moves, then there exist B ∈ 〈A〉 and B′ obtained
from A′ by applying divisions such that B and B′ are isomorphic as simplicial
complexes. So the family 〈A〉 is coinitial in the family of all complexes obtained
from A using all stellar moves.

1.3. Additive families of faces. We need to introduce the notion of stellar sub-
division of a simplicial map, which in turn requires the notion of additive family of
faces.

Let S be a family of faces of A, that is, S ⊆ A. We say that a sequence
S̄ = s0, s1, . . . , sl is a non-decreasing enumeration of S if it injectively lists
the elements of S and, for all i, j, si ⊆ sj implies i ≤ j. That each family S

has such an enumeration is a consequence of [33]. In general, if S and S
′
are two

non-decreasing enumerations of the same family S, then the complexes SA and
S
′
A need not be equal. There is, however, an important situation in which such a

discrepancy cannot occur. We say that S ⊆ A is additive in A if s1 ∪ s2 ∈ S for
all s1, s2 ∈ S with s1 ∪ s2 ∈ A. We have the following lemma on the independence
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of division by an additive family on its non-decreasing enumeration. This lemma
is derived from its more precise version Lemma 6.11.

Lemma 1.1. Let S be an additive family in a simplicial complex A. Let ~S and ~S′

be two non-decreasing enumerations of S. Then ~SA = ~S′A.

Lemma 1.1 allows us to introduce the following piece of notation. For an additive
family S of faces of A, we write

SA

for ~SA, where ~S is an arbitrary non-decreasing enumeration of S.

1.4. Stellar subdivisions of simplicial maps. Let f : B → A be a simplicial
map between simplicial complexes A and B. Let s be a face of A. We define now
the subdivision of f based on s. Consider the following family of faces of A

f−1(s) = {t ∈ B : f(t) = s}.

It is easy to check that f−1(s) is an additive family of faces of B. We define

sf

to be the function from the vertices of
(
f−1(s)

)
B to the vertices of sA that maps

each vertex t ‹ in
(
f−1(s)

)
B, for t ∈ f−1(s), to the vertex s ‹ in sA, and each vertex

v of B to the vertex f(v) of A. It is easy to check that the map

sf :
(
f−1(s)

)
B → sA

is simplicial. The map sf will be called the subdivision of f based on s. To
shorten the phrase and since s can be read of the notation sf , we will often say
that sf is the division of f . Figure 2.2 provides an illustration of a division of a
grounded simplcial map.

The following lemma, with the conventions introduced in Part 3, is proved as
Lemma C.3.

Lemma 1.2. Assume A,B ∈ 〈A〉. Let f : B → A be a grounded simplicial map,
and let s be a face of A. Then the map

sf :
(
f−1(s)

)
B → sA

is grounded simplicial.

2. Weld-division maps

We define the class of grounded simplicial maps that is fundamental to our
considerations.

Let t be a finite non-empty set and let p ∈ t. Such a pair (p, t) determines a
simplicial map from tA to A for each complex A as follows. We define

(2.1) πAp,t : tA→ A

by letting it be identity on Vr(A) and, when t ∈ A, mapping the new vertex t ‹

of tA to p. We call a map of this form a weld map. Note that if t is not a
face of A, then the map πAp,t is the identity map. The weld map (2.1) reverses the
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stellar subdivision leading from A to tA, so, in this respect, it is a refinement of the
weld operation, which is the inverse of the stellar subdivision operation. Figure 2.1
provides an illustration of a weld map.

The following lemma, with the conventions of Part 3, is proved as Lemma C.1.

Lemma 2.1. Let A ∈ 〈A〉, and let t be a finite set with p ∈ t. Then the weld map
πAp.t is grounded simplicial.

We are now ready to equip the class 〈A〉 with morphisms, which we will call weld-
division maps. Weld-division maps among complexes in 〈A〉 is the smallest
class of maps that

— contains all weld maps between complexes in 〈A〉,
— is closed under division of simplicial maps, and
— is closed under composition.

We use

D(A)

to denote the category whose objects are complexes in 〈A〉 and whose morphisms
are weld-division maps among them.

We provide two schematic drawings illustrating the concepts introduced above.
The following figure shows a weld map. In it, the squared vertex is mapped to the
squared vertex and all the vertices of the outside triangle are mapped to themselves.

a b

c

a b

c

πAp,t

Figure 2.1. A weld map with p = b, t = {a, b, c}, and A = all
non-empty subsets of {a, b, c}

The figure below illustrates a division of a weld map. In it, the circled vertices
are mapped to the circled vertex and the squared vertex to the squared vertex. The
vertices lying on the outer triangle are mapped to themselves. Some edges internal
to the triangle on the left are marked with strokes. The number of strokes indicates
the order in which the edges are produced in the process of iterated division of the
complex A that is the domain of πAp,t.
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a b

c

a b

c

sπAp,t

Figure 2.2. A division of a weld map with p = b, s = {a, b},
t = {a, b, c}, and A = all non-empty subsets of {a, b, c}

3. Statements of the main theorems

We state the three main results of the paper—Theorems 3.1, 3.2, and 3.3. Their
sharper versions phrased using the setup of Part 3 are proved in Part 6.

Theorem 3.1 is a structural theorem about the category D(A) of weld-division
maps over a complex A; it gives projective amalgamation for the class of weld-
division maps and constitutes the foundations for the proofs of Theorems 3.2 and
3.3. Theorem 3.2 asserts that D(A) forms a transitive projective Fraïssé class; see
Apendix A.2. It follows from Theorem 3.2 that D(A) has the projective Fraïssé
limit that has the canonical quotient; see Apendix A.2. Theorem 3.3 identifies this
quotient as the geometric realization of the complex A.

Theorem 3.1. For f ′, g′ ∈ D(A) with the same codomain, there exist f, g ∈ D(A)

such that
f ′ ◦ f = g′ ◦ g;

in fact, f can be taken to be a composition of weld maps.

The theorem above, actually a sharper version of it, is proved as Theorem 13.1.
We will show that Theorem 3.1 implies Theorem 3.2 asserting that D(A) is a

transitive projective Fraïssé class. To make the statement of Theorem 3.2 precise,
we need to move from D(A) to a category, whose objects are sets equipped with
a symmetric and reflexive binary relation; see Appendix A.2. We fix a symbol R.
Given a complex A in D(A), we interpret R in Vr(A) in a natural way. Namely,
for v, w ∈ Vr(A), we let

vRAw ⇔ {v, w} ∈ A,
that is, v and w are related with respect to R precisely when they are elements of
a face of A. Then RA is a symmetric and reflexive binary relation on Vr(A). We
also note that any surjective simplicial map f : A→ B is a strong homomorphism
from Vr(A) equipped with RA to Vr(B) equipped with RB . In particular, all weld-
division maps in D(A) are strong homomorphisms. In the context of projective
Fraïssé classes, we can and do regard each complex A in D(A) as the set Vr(A)
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equipped with the relation RA. Morphisms among this class of objects are just weld-
division maps in D(A) regarded as functions among the sets Vr(A). We denote this
new category by DR(A); see [32] for more on the close relationship between the
two categories.

Theorem 3.2. DR(A) is a transitive projective Fraïssé class.

The theorem above is proved as Theorem 14.1.
In light of Theorem 3.2, the class D(A) has the canonical quotient. Theorem 3.3

determines this quotient.

Theorem 3.3. The canonical quotient of the transitive projective Fraïssé class
DR(A) is homeomorphic to the geometric realization of A.

A more precise version of the theorem above is proved as Theorem 15.1.
Reversing the perspective, we may view Theorem 3.3 as providing a combinato-

rial description of the geometric realization of the complex A. Indeed the abstract
complex A is a combinatorial object, the class D(A) of weld-division maps is com-
binatorially generated from A, the projective Fraïssé limit of this class is a totally
disconnected compact space equipped with a compact equivalence relation, so also
a combinatorial object. Theorem 3.3 asserts that the geometric realization of A is
obtained as a canonical quotient of this last object.
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Part 3. Set theoretic setup for complexes and their divisions

Our proofs will consist of performing calculations on finite sequences of finite
sets and on appropriately defined functions among them. The set theoretic setup
described in this section is necessary to carry out and apply these calculations. So
the point of this part is to motivate definitions in Part 4 and to make possible
applications in Part 6 of the results of Part 5 to obtain Theorems 3.1–3.3.

In the current part, we present an arbitrary complex so that its faces have a
particular, simple set theoretic structure and observe consequences of this presen-
tation for division and for grounded simplicial maps. Concretely, we need to do two
things:

1. restrict the class of sets allowed to be faces of complexes; this class of sets is
Fin+, which is defined in Section 4;

2. make a uniform specification of what the new vertex s ‹ in the division given
by (1.1) is; this is done in formula (5.1).

The restriction in 1 will be purely set theoretic and it will not limit the class of
complexes or the class of divisions if those are taken up to isomorphisms. On the
other hand, we will have to ensure that divisions of complexes that are admitted
by 1 will not lead outside of the class of those complexes. The specification in 2
will help with this goal.

4. The family of sets Fin+

We assume that there exists a set Ur consisting of all urelements of arbitrary
cardinality; see Appendix A.3 for a discussion. Define

Fin+
n =

{
Ur, if n = 0;

{x | x is finite and ∅ 6= x ⊆ Fin+
n−1}, if n > 0.

Finally, let

Fin+ =

∞⋃
n>0

Fin+
n .

Note that the union above starts with n = 1. So, Fin+ is the family of all sets
that are constructed from elements of Ur using iterations of the operation of taking
finite non-empty sets. In particular, Fin+ is disjoint with Ur. For s ∈ Fin+, we
define the support of s by letting

sp(s) = tc(s) ∩Ur,

where the set theoretic transitive closure operation tc is defined in Appendix A.3.
So, sp(s) collects all elements of Ur involved in the construction of s. The family
Fin+ and the operation sp are closely related to the smallest admissible set and
the support function in [5, Sections I.6 and II.2]. The following properties of sp are
implied by (A.9). For s, t ∈ Fin+, we have

sp(s) ⊆ sp(t), if s ∈ t or s ⊆ t,
sp(s ∪ t) = sp(s) ∪ sp(t),

sp
(
{s}
)

= sp(s).

(4.1)
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5. Grounded and divided complexes and grounded simplicial maps

5.1. Complexes in Fin+ and their divisions. It will be sufficient and convenient
to limit our attention to complexes that are subsets of Fin+ and that are obtained
by dividing complexes that are placed inside of Fin+ in a particularly simple way.
A complex A is called grounded if each face of A is a subset of Ur, that is,
Vr(A) ⊆ Ur.

Lemma 5.1. Each complex is isomorphic to a grounded complex.

Proof. Given a complex A, find an injective function from Vr(A) to Ur and use it
to transfer A to its isomorphic copy A′ with Vr(A′) ⊆ Ur. �

We restate the definition of division in a way set theoretically appropriate for
our proofs. We specify what the new vertex in the division formula (1.1) is—when
dividing by a face s, the new vertex s ‹ is equal the set s itself.

Let A be a family of sets in Fin+ and let s is a finite non-empty set. Define sA
to consist of the following sets

(5.1)

{
y ∪ {s}, if s 6⊆ y and s ∪ y ∈ A;

y, if s 6⊆ y and y ∈ A.

The formula above differs from (1.1) by specifying that the new vertex s ‹ is equal
to the set s.

For a sequence s0 · · · sn of finite non-empty sets, let

(5.2) s0s1 · · · slA = s0(s1 · · · (slA) · · · ).

As before, ∅A = A.

Lemma 5.2. Let A be a grounded complex and let s0s1 · · · sn be a sequence of finite
non-empty sets. Then s0s1 · · · slA is a complex with the property

(5.3) s 6∈ tc(t), for all s, t ∈ s0 · · · snA.

Proof. It is immediate to see that if B is a family of sets in Fin+ that is closed
under taking non-empty subsets and s is a finite non-empty set, then sB is closed
under taking non-empty subsets. So, to see that s0s1 · · · slA is a complex it suffices
to check that

s 6∈ t, for all s, t ∈ s0 · · · snA.

Note that condition (5.3) implies the condition above. It follows that it suffices to
check that s0s1 · · · slA fulfills (5.3). We check that grounded complexes fulfill (5.3)
and that if B fulfills (5.3), then so does sB. So, the advantage of assuming (5.3) is
that this condition is preserved under divisions as specified above.

If A is grounded and s, t ∈ A, then s ∈ Fin+ and t ⊆ Ur, so s 6∈ tc(t) as all
elements of tc(t) = t are elements of Ur and s is not.

Assume now that B is a complex consisting of sets in Fin+ that fulfills condition
(5.3). Let s be a finite non-empty set. We show that sB fulfills (5.3). If s is not
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a face of B, then sB = B and there is nothing to check. Assume s is a face of B.
Let r1, r2 be faces of sB. Assume towards a contradiction that

r1 ∈ tc(r2).

We have the following cases based on (5.1).
r1 ∈ B and r2 ∈ B. This case is impossible by B fulfilling (5.3).
r1 ∈ B and r2 = y∪{s}, for some y with y∪s ∈ B. Then r1 ∈ tc(y) or r1 ∈ tc(s)

or r1 = s. The first two possibilities are excluded by B fulfilling (5.3). For the third
possibility note that it implies s ∈ sB since r1 ∈ sB. But then s = y′ ∪ {s} for
some y′ with y′ ∪ s ∈ B, which implies s ∈ s contradicting B fulfilling (5.3).
r1 = y1 ∪ {s} and r2 = y2 ∪ {s}, for some y1, y2 with y1 ∪ s, y2 ∪ s ∈ B. Then

s ∈ tc(y2) or s ∈ tc(s), both of which are excluded by the assumption that B fulfills
(5.3).
r1 = y ∪ {s}, for some y with y ∪ s ∈ B and r2 ∈ B. Then s ∈ tc(r2), which

contradicts B fulfilling (5.3). �

We define a complex to be divided if it is of the form s0s1 · · · slA for a grounded
complex A.

Lemmas 5.1 and 5.2 show that we can restrict our attention to divided complexes.
Further, we can restrict the division operation to sets in Fin+ since the faces of a
divided complex are sets in Fin+, so dividing a divided complex by a set not in Fin+

leaves the complex unchanged. As explained in the next section, the operation of
support sp recovers the grounded complex A from the divided complex s0s1 · · · snA,
in particular, the grounded complex A is determined by s0s1 · · · snA.

5.2. Divided complexes and grounded simplicial maps among them. We
point out some important advantages/simplifications resulting from considering
complexes as in Section 5.1. We show that when considering complexes A obtained
by iterative division from grounded complexes, the face structure DA

σ does not need
to be specified explicitly as it is encoded by A alone and groundedness of simplicial
maps among such complexes is defined from the complexes alone without the face
structure. The next lemma shows that the operation sp of support recovers from A

the grounded complex from which A was constructed as well as the face structure
DA
σ .
Fix a grounded complex A. Recall from Section 1.2, the family 〈A〉 of complexes

obtained by iteratively dividing A and the relations DA
σ for a complex A in 〈A〉

and a face σ of A.

Lemma 5.3. Let A be a complex in 〈A〉.
(i) A = {sp(s) | s ∈ A}.
(ii) For σ ∈ A and for s ∈ A, we have

s ∈ DA
σ ⇔ sp(s) ⊆ σ.

Proof. (i) The equality is obvious for A = A. If A = tA′, for some A′ ∈ 〈A〉, with
the equality holding for A′, then it follows directly from the definition of dividing
that the equality holds for A since sp

(
y ∪ {t}

)
= sp(y ∪ t), for all t, y ∈ Fin+.
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(ii) The equivalence is obviously true if A = A. Assume the equivalence holds
for A′ and let A = tA′. We show it for A. The only case that needs to be considered
is s = {t} ∪ y with t ∪ y ∈ A′. In this situation, notice that sp(s) = sp(t ∪ y). So
we have

s ∈ DA
σ ⇔ t ∪ y ∈ DA′

σ ⇔ sp(t ∪ y) ⊆ σ ⇔ sp(s) ⊆ σ,
where the first equivalence follows from the definition of DA

σ , the second one follows
from the inductive assumption, and the third one from the previous sentence. �

The next lemma asserts that groundedness of a simplicial surjection is remem-
bered through the support operation sp.

Lemma 5.4. Let A and B be in 〈A〉, and let f : B → A be simplicial. Then f is
grounded if and only if

— sp
(
f(t)

)
⊆ sp(t), for each t ∈ B and

— for each s ∈ A, there exists t ∈ B with f(t) = s and sp(t) = sp(s).

Proof. The direction ⇐ follows immediately from Lemma 5.3. For the other di-
rection, let s ∈ B. Let σ = sp(s) ∈ A. Then by Lemma 5.3 we have s ∈ DB

σ .
Since f is assumed to be grounded, we get f(s) ∈ DA

σ . So again by Lemma 5.3,
f(s) ⊆ σ = sp(s), and the conclusion follows. �

Precise restatements of the definitions of weld maps, grounded iso-
morphisms, and division of grounded simplicial maps in the framework
described above can be found in Appendix C.

5.3. Internal description of faces of divided complexes. We have a lemma
that gives a description of faces of a complex s0 · · · smA obtained by iterative di-
vision of the grounded complex A in terms of the support operation sp and the
sequence s0 · · · sm. Note that condition (ii) in the lemma can be used to recursively
check condition (i). Condition (ii) will be crucial in implementing our calculus of
sequences of sets.

Lemma 5.5. Let t and s0, . . . , sm be sets in Fin+. Then (i) and (ii) are equivalent.
(i) t is a face of s0 · · · smA;
(ii) sp(t) ∈ A and one of the following two conditions holds:

— t ⊆ Ur and sj 6⊆ t, for all j ≤ m with sj being a face of sj+1 · · · smA;
— there is i ≤ m such that

– si ∈ t,
–
(
t \ {si}

)
∪ si is a face of si+1 · · · smA,

– sj 6⊆ t, for all j ≤ i with sj being a face of sj+1 · · · smA.

Proof. Set ~s = s0 · · · sm.
We prove direction (ii)⇒(i) first. Assume t satisfies (ii). If t ⊆ Ur, then, since

t = sp(t) ∈ A, we see that t is a face of A. It remains to show, inductively on
j ≤ m, that t is a face of sj · · · smA. If sj is not a face of sj+1 · · · smA, then
sjsj+1 · · · smA = sj+1 · · · smA. If sj is a face of sj+1 · · · smA, then, by assumption,
sj 6⊆ t. In either case, if t is a face of sj+1 · · · smA, then it remains a face of
sjsj+1 · · · smA. It follows that t is a face of ~sA.
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Now assume that there exists i ≤ m with the property: si ∈ t, (t \ {si})∪ si is a
face of si+1 · · · smA, and sj 6⊆ t, for each j ≤ i such that sj is a face of sj+1 · · · smA.
Note that, in particular, si is a face of si+1 · · · smA, and, therefore, si 6⊆ t. We have

t = {si} ∪
(
t \ {si}

)
.

So, by the definition of dividing of si+1 · · · smA by si, it follows that t is a face
of sisi+1 · · · smA as {si} ∪

(
t \ {si}

)
is a face of si+1 · · · smA by our assumption

on t. Now we argue that, for each j ≤ i, t is a face of sj · · · smA. This is proved
inductively. It is true for j = i. For each j < i, either sj is not a face of sj+1 · · · smA,
so

sjsj+1 · · · smA = sj+1 · · · smA,

or sj 6⊆ t. In either case, if t is a face of sj+1 · · · smA, it continues to be a face of
sjsj+1 · · · smA. It follows that t is a face of ~sA.

We now prove (i)⇒(ii). The proof is by induction on the length of the sequence
~s. If ~s is the empty sequence ∅, the implication is obvious since ∅A = A, faces of
A are subsets of Ur, and, for t ⊆ Ur, sp(t) = t.

Assume the implication holds for ~s, and let t be a face of s~sA for some s ∈ Fin+.
By Lemma 5.3(i), we see that sp(t) ∈ A. We show that t satisfies the remainder of
(ii) for s~s. By the definition of division of ~sA by s, we have two cases.

Case 1. t is a face of ~sA and s 6⊆ t
By our inductive assumption, t satisfies (ii) for ~s, which together with s 6⊆ t,

immediately gives that t satisfies (ii) for s~s.
Case 2. t is not a face of ~sA.
We have that t = {s} ∪ y for some y with s ∪ y being a face ~sA and s 6⊆ y.

Observe that, in this case, s is a face ~sA and(
t \ {s}

)
∪ s = s ∪ y ∈ ~sA.

Thus, we will get that t satisfies (ii) for s~s as long as we show that s 6⊆ t. Since
s 6∈ s, as ~sA fulfills condition (5.3) and s is a face of ~sA, we see that s ⊆ t implies
s ⊆ y, which leads to a contradiction. �

5.4. Summary. In this section, we realized the following goals:
— we represented an arbitrary complex as a grounded complex, in particular,

as a divided complex, in particular, as a complex that is a subset of Fin+;
— we showed that divided complexes fulfill condition (5.3);
— we showed that, for a divided complex, the face structure is expressed by

the support operation as is the groundedness of simplicial surjections among
divided complexes;

— we expressed the property of being a face of a divided complex, that is, a
complex obtained by a sequence of divisions from a grounded complex, in
terms of the sequence of sets performing the divisions.

As a consequence of the statements above, in what follows, we only need
to consider divided complexes, divisions by sets in Fin+, and simplicial
surjections with the property from Lemma 5.4.



18 SŁAWOMIR SOLECKI

Part 4. Framework for the proofs

To motivate the setup, we observe that finite sets are fundamental to our consid-
erations as complexes are families of finite sets and finite sets applied to complex
subdivide them as in (1.1). Considering iterated divisions of complexes and simpli-
cial maps among so divided complexes, we see that finite sequences of finite sets can
be regarded as potential divisions performed on a complex, that is, if s0 · · · sl is a
finite sequence of finite sets and A is a complex, then s0 · · · sl can be applied to A to
form the complex s0(s1(s2 · · · (slA) · · · )). Similarly, the appropriately defined func-
tions among sequences of finite sets can be regarded as potential simplicial maps
between the divided complexes, that is, in the presence of a complex A, a function
from t0 · · · tm to s0 · · · sl will become a simplicial function from the complex ob-
tained by applying t0 · · · tm to A to the complex obtained by applying s0 · · · sl to
A.

The paragraph above makes it plausible that arguments concerning divisions
of complexes and simplicial maps among them can be carried out by performing
computations on finite sequences of finite sets and functions among them. This will
indeed be the case. To formalize these computations, or, in other words, to make
them mathematically correct, we introduce the framework of this section.

6. Sequences of sets and grounded simplicial functions

6.1. Sequences, their faces, and combinatorial equivalence of sequences.
We consider finite sequences of sets in Fin+. We refer to them simply as sequences.
We define faces and vertices of sequences and combinatorial equivalence among se-
quences. These notions are motivated by Propositions 6.1, 6.3, and 6.5. Lemmas 6.4
and 6.6 determine the connections between combinatorial equivalence among se-
quences, on one side, and faces and vertices, on the other.

Our convention will be to write s0 · · · sm for a sequence with si ∈ Fin+, i ≤ m.
The empty sequence, written ∅, is allowed. To abbreviate our notation, we will
often write ~s for s0 · · · sm.

We introduce now the notion of face of a sequence ~s. The definition is internal
to ~s as this is the way it is used in the proofs. The motivation for it comes from
Proposition 6.1 below through Lemma 5.5. The definition of t ∈ Fin+ being a face
of a sequence s0 · · · sm of sets in Fin+ is recursive on m, that is, we assume the
notion is defined for sequences strictly shorter than s0 · · · sm when defining it for
s0 · · · sm. A set t ∈ Fin+ is a face in s0 · · · sm if

— t ⊆ Ur and sj 6⊆ t, for all j ≤ m with sj being a face of sj+1 · · · sm
or

— there is i ≤ m such that si ∈ t,
(
t \ {si}

)
∪ si is a face of si+1 · · · sm, and

sj 6⊆ t, for all j ≤ i with sj being a face of sj+1 · · · sm.

Note that all finite non-empty subsets of Ur are faces of the empty sequence ∅.
The following proposition is an immediate consequence of Lemma 5.5.



COMPLEXES, MOVES, AND AMALGAMATION 19

Proposition 6.1. Let t be a set in Fin+, let ~s be a sequence, and let A be a
grounded complex. Then

t is a face of ~sA ⇔ t is a face of ~s and sp(t) ∈ A.

Proposition 6.2. Let ~s be a sequence
(i) The family of all faces of ~s forms a complex.
(ii) If t1 and t2 are faces of ~s, then t1 6∈ tc(t2).

Proof. By Proposition 6.1 the family of all faces of ~s consists of all faces of ~sA,
where A is the complex consisting of all finite non-empty subsets of Ur. So, by
Lemma 5.2, this is a complex and it satisfies the property in (ii) . �

It will be convenient to identify some sequences with each other. To this end,
we define an equivalence relation ≡ on all sequences, which will be called combi-
natorial equivalence. Proposition 6.3 motivates this definition. We let ≡ be the
smallest equivalence relation with the following three properties:

(a) for t ∈ Fin+, if t is not a face of ~t, then

t~t ≡ ~t;

(b) for s, t ∈ Fin+ such that s 6∈ t and t 6∈ s, if s∪ t is not a face of ~t or s∩ t = ∅,
then

s t~t ≡ t s~t;
(c) if ~t ≡ ~t′, then, for each set s ∈ Fin+,

s~t ≡ s ~t′.

As mentioned, Proposition 6.3 below gives the intuition behind the definition of
the equivalence relation.

Proposition 6.3. Let ~s and ~t be sequences and let A be a grounded complex. Then

~s ≡ ~t ⇒ ~sA = ~tA.

Proof. One only needs to show that the implication holds if ~s and ~t are related by
one of the three conditions (a)–(c) in the definition of ≡. The cases of (a) and (c)
are obvious. The case of (b) is handled immediately by Corollary C.6. �

The following lemma gives the connection between combinatorial equivalence
and faces.

Lemma 6.4. If ~s ≡ ~t, then ~s and ~t have the same faces.

Proof. By Proposition 6.1, r is a face of ~s if and only if r is a face of ~sA for some
grounded complex A. The same equivalence holds for ~t. Now, the conclusion follows
from Proposition 6.3. �

Now we define the set of vertices of a sequence in Fin+. For a sequence ~t, define

(6.1) vr(~s ) =
⋃
{t | t is a face of ~s }.

The following proposition follows immediately from Proposition 6.1.
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Proposition 6.5. Let A be a grounded complex. Then, for x ∈ Fin+∪Ur, we have

x ∈ Vr(~sA) ⇔ x ∈ vr(~s ) and sp({x}) ∈ A.

In particular, Vr(~sA) ⊆ vr(~s).

Lemma 6.6. If ~s ≡ ~t, then vr(~s ) = vr(~t ).

Proof. The conclusion is clear from Lemma 6.4. �

We finish the section with three technical lemmas that will be needed later on.

Lemma 6.7. Let ~t = t0 · · · tn be a sequeence.
(i) If s be a non-empty subset of a face of ~t, then s is a face of ~t.
(ii) If s ∈ vr(~t ), then s ∈ Ur or, for some i ≤ n, ti = s and ti is a face of

ti+1 · · · tn.

Proof. (i) is proved by an easy induction on the length of ~t or use Proposition 6.1.
We leave the details to the reader.

(ii) The proof is by induction on the length of the sequence t0 · · · tn. If this
sequence is empty, the conclusion follows since all faces of the empty sequence ∅
are subsets of Ur, so s ∈ Ur, if s ∈ t and t is a face of ∅.

Assume now that s ∈ t and t is a face of t0 · · · tn and the conclusion holds for all
sequences of length < n + 1. Then either t ⊆ Ur or there is i ≤ n such that ti ∈ t
and (t\{ti})∪ ti is a face of ti+1 · · · tn. In the first case, s ∈ Ur. In the second case,
we have two subcases: s = ti, so s ⊆ (t \ {ti})∪ ti, or s ∈ (t \ {ti})∪ ti. In the first
subcase, by (i), s is a face of ti+1 · · · tn as it is a subset of a face and it is not empty
(being equal to ti). In the second subcase, we apply our inductive assumption. �

Point (ii) of the second lemma strengthens one of the conditions in the definition
of face. Point (i) will be useful in assessing if a set is a face of a sequence.

Lemma 6.8. Let ~t = t0 · · · tn be a sequence.
(i) If t is a face of ~s~t, for some sequence ~s, and t ⊆

⋃
i≤n vr(ti · · · tn ), then t

is a face of ~t.
(ii) If t is a face of ~t, then tj 6⊆ t for each j ≤ n with tj ⊆

⋃
j<i≤n vr(ti · · · tn).

Proof. We start with a claim that will be useful in proving both (i) and (ii).

Claim. Let t be a face of ~t = t0 · · · tn. Then, for each j ≤ n such that tj is a face
of tj+1 · · · tn, we have tj 6⊆ t.

Proof of Claim. This is proved by induction on the length of the sequence t0 · · · tn.
The conclusion is clear for the empty sequence.

If t ⊆ Ur, then the conclusion holds by definition of face. Otherwise, there exists
i ≤ n such that ti ∈ t and (t \ {ti}) ∪ ti is a face of ti+1 · · · tn, and if j ≤ i is such
that tj is a face of tj+1 · · · tn, then tj 6⊆ t. Thus, if there exists j ≤ n such that tj is
a face of tj+1 · · · tn and tj ⊆ t, then i < j. If we show that ti 6∈ tj , then from tj ⊆ t,
we will see that tj ⊆ t \ {ti}, which, by induction, will give that (t \ {ti})∪ ti is not
a face of ti+1 · · · tn, a contradiction. So, it suffices to see that ti 6∈ tj . But if ti ∈ tj ,
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then, by Lemma 6.7(ii), for some k > j, ti = tk and tk is a face of tk+1 · · · tn. But
then, by induction, ti is not a face of ti+1 · · · tn, a contradiction, which proves the
claim.

(i) is proved by induction on the length of ~s. If ~s is the empty sequence, then
the conclusion is evident. Assume that t is a face of ~s~t and ~s = s0 · · · sm. If t is a
face of s1 · · · sm~t, then we are done by induction. So assume that t is not a face of
s1 · · · sm~t. Then, by the definition of face, we see that s0 ∈ t and (t \ {s0})∪ s0 is a
face of s1 · · · sm~t. It follows that s0 ∈ vr(ti · · · tn) for some i ≤ n as we assume that
t ⊆

⋃
i≤n vr(ti · · · tn). Since s0 6∈ Ur, it follows from Lemma 6.7(ii) that, for some

i ≤ j ≤ n, s0 = tj and s0 is a face of tj+1 · · · tn. So, by Claim, the set (t\{s0})∪ s0
is not a face of s1 · · · sm~t as s0 is included in this set, a contradiction.

(ii) Assume towards a contradicion that tj ⊆ t and tj ⊆
⋃
j<i≤n vr(ti · · · tn). By

Lemma 6.7(i), tj is a face of ~t. By (i) of the current lemma, tj is a face of tj+1 · · · tn
contradicting Claim. �

6.2. Grounded simplicial maps between sequences. We now define maps
among sequences of sets in Fin+. We call these maps grounded simplicial maps.
The intuition for the introduction of such maps is contained in Proposition 6.9.

Given sequences ~t and ~s, function

(6.2) f : vr(~t )→ vr(~s )

is called grounded simplicial from ~t to ~s if the following conditions hold:
— for each face t of ~t, f(t) is a face of ~s and sp

(
f(t)

)
⊆ sp(t);

— for each face s of ~s, there is a face t of ~t with f(t) = s and sp(s) = sp(t).
Strictly speaking the definition above concerns not just the function f but the triple
(f,~t, ~s). To emphasize this, we write

f : ~t→ ~s.

We have a proposition that explains the intuition behind the definition above.
In the statement, we use the assertion Vr(~tA) ⊆ vr(~t) from Proposition 6.5.

Proposition 6.9. Let ~t and ~s be sequences and let f : vr(~t ) → vr(~s ). Then f

is a grounded simplicial map from ~t to ~s if and only if f � Vr(~tA) is a grounded
simplicial map from ~tA to ~sA, for each grounded complex A.

Proof. The conclusion is immediate from Proposition 6.1 and Lemma 5.4. �

The next lemma asserts that being a grounded simplicial map between sequences
depends only on the combinatorial equivalence classes of the sequences.

Lemma 6.10. If f : ~t→ ~s is a grounded simplicial map and ~t′ ≡ ~t and ~s′ ≡ ~s, then
f is a grounded simplicial map from ~t′ to ~s′.

Proof. The conclusion is an immediate consequence of Lemmas 6.4 and 6.6. �

Because of Lemma 6.10, we regard the domain and codomain of grounded sim-
plicial map f : ~t→ ~s to be the combinatorial equivalence class of ~t and of ~s, respec-
tively.
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6.3. Additive families. Let ~t be a sequence of sets. A family S of faces of ~t
is called additive with respect to ~t, or simply additive if ~t is clear from the
context, if, for all s1, s2 ∈ S, if s1 ∪ s2 is a face of ~t, then s1 ∪ s2 ∈ S. Note that,
by Lemma 6.4, if ~t and ~t′ are two sequences such that ~t ≡ ~t′ and S is additive
with respect to ~t, then S is additive with respect to ~t′. Recall the definition of a
non-decreasing enumeration of S from Section 1.3.

Lemma 6.11. Let ~t and ~t′ be two sequences of sets with ~t ≡ ~t′. Let S be a family
additive with respect to ~t and so also with respect to ~t′. If ~S0 and ~S1 are non-
decreasing enumerations of S, then

~S0 ~t ≡ ~S1
~t′.

Proof. Note first that by condition (c) in the definition of ≡, it suffices to show the
lemma for ~t′ = ~t.

By #(s) we denote the cardinality of s.
We first show that if ~S = s0 · · · sl is a nondecreasing enumeration of S and

si0−1, si0 are two consecutive entries in it such that

(6.3) #(si0−1) ≥ #(si0),

then the sequence ~S′ resulting from switching the positions of si0−1 and si0 is also
a non-decreasing enumeration of S and

(6.4) ~S ~t ≡ ~S′~t.

To see this observe that

(6.5) si0−1 6⊆ si0 and si0 6⊆ si0−1.

Indeed, the inclusion si0−1 ⊆ si0 would lead by (6.3) to si0−1 = si0 , contradicting
injectivity of the enumeration ~S, while the inclusion si0 ⊆ si0−1 would contradict
the fact that this enumeration ~S is non-decreasing. The first formula in (6.5) gives
that ~S′ is a non-decreasing enumeration of S. Now, set t = si0−1 ∪ si0 and note
that, by (6.5), t properly contains both si0−1 and si0 . So, by additivity of S, we
have that t is not a face of ~t or t ∈ S, in which case t is listed in ~S to the right
of si0−1 and si0 . Applying the definition of face and Lemma 6.8(ii), we see that in
either case, t is not a face of si0+1 · · · sm~t. Thus, we get (6.4) from condition (b)
in the definition of ≡. Furthermore, observe that if #(si0−1) > #(si0), then the
following quantity strictly increases

(6.6)
∑
{#(si+1)−#(si) | i ≤ l and #(si) ≤ #(si+1)}.

after the switch of si0−1 and si0 is performed.
It follows that by preforming switches as above to maximize (6.6), we can trans-

form a given sequence ~S to a sequence ~S′ = s′0 · · · s′m that is a non-decreasing
enumeration of S, fulfills (6.4), and is such that the function

(6.7) i→ #(s′i) is non-decreasing.

Now enumerations ~S0 and ~S1 as in the assumption of the lemma can be trans-
formed to enumerations ~S′0 and ~S′1, for which conditions (6.4) and (6.7) hold. By
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(6.7), ~S′0 can be transformed to ~S′1 by switches as above since, by the argument
above, any pair of consecutive faces of the same cardinality can be switched. �

Lemma 6.11 makes it possible to introduce the following piece of notation. If S
is a family additive with respect to ~t, we write

(6.8) S~t

for the combinatorial equivalence class of the sequence ~S ~t for some, or equivalently,
each, non-decreasing enumeration ~S of S.

6.4. Division of grounded simplicial maps. We define now the division of
grounded simplicial maps by sets in Fin+. We need the following lemma.

Lemma 6.12. Let ~s and ~t be sequences of sets, let f : ~t → ~s be a simplicial map,
and let s be a set in Fin+. Consider the family

f−1(s) = {t | t a face of ~t and f(t) = s}.

(i) f−1(s) is additive with respect to ~t.
(ii) f−1(s) is convex, that is, if t1, t2 ∈ f−1(s) and t1 ⊆ r ⊆ t2, then r ∈ f−1(s).

Proof. Both points are clear. �

Let now ~t and ~s be two sequences of sets, let f : ~t→ ~s be a grounded simplicial
map, and let s be a set in Fin+. Define the map

sf : vr
(
f−1(s)~t

)
→ vr(s~s ),

where the domain vr
(
f−1(s)~t

)
of sf is specified by Lemma B.3 and Proposition 6.5

as

f−1(s) ∪
(
vr(~t ) \ {x | {x} ∈ f−1(s)}

)
.

The map sf is the function that maps each element t of f−1(s) to s, and each other
element v of the domain of sf to f(v). So, in symbols, we have

(sf)(x) = f(x), for x ∈ f−1(s) ∪
(

vr(~t ) \ {x | {x} ∈ f−1(s)}
)
.

To clarify the expression above, observe that if x ∈ f−1(s), then x is a face of ~t, so
a subset of vr(~t ), and f(x) above stands for the pointwise image of the set x under
f ; while if x ∈ vr(~t ) \ {x | {x} ∈ f−1(s)}, then f(x) stands for the value of f at x.

Note finally that if s is not a face of ~s, then s~s ≡ ~s and f−1(s) = ∅. In this case,
sf is a function from vr(~t ) to vr(~s ) and it is equal to f .

The lemma below uses the notation introduced in (6.8).

Lemma 6.13. If f : ~t→ ~s is grounded simplicial and s ∈ Fin+, then sf : f−1(s)~t→
s~s is a grounded simplicial map.

Proof. The lemma follows from Proposition 6.9 and Lemma C.1. �
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6.5. Notational conventions. We introduce two notational conventions. First,
we abandon the symbol ≡ and we simply write

~s = ~t, for ~s ≡ ~t.

Second, often, it will be very convenient to specify a grounded simplicial map
f : ~t→ ~s by what we call an assignment. An assignment is a function φ : S → T ,
where S and T are sets such that

φ
(
vr(~t ) ∩ S

)
⊆ vr(~s ) ∩ T and vr(~t ) \ S = vr(~s ) \ T.

Given such an assignment φ, f is determined by the formulas

f �
(
vr(~t ) ∩ S

)
= φ �

(
vr(~t ) ∩ S

)
f �
(
vr(~t ) \ S

)
= id.

(6.9)

Of course, in each case we apply the above approach, we need to check that f
defined by (6.9) is a grounded simplicial map from ~t to ~s.

7. Relevant categories

7.1. The ambient category. We define a natural broad category of which all cat-
egories relevant to our arguments are subcategories. The objects of the category
are sequences of sets in Fin+ taken up to combinatorial equivalence. The mor-
phisms are grounded simplicial maps between (combinatorial equivalence classes
of) sequences; see Lemma 6.10. Composition of morphisms is simply the composi-
tion of functions. We point out that f : ~t→ ~s is an isomorphism in this ambient
category if

— f is a bijection from vr(~t ) to vr(~s );
— t is a face of ~t if and only if f(t) is a face of ~s;
— if t is a face ~t, then sp(f(t)) = sp(t).

Lemma 6.13 defines the operation of division on morphisms. We consider the
ambient category to be equipped with this division operation.

7.2. Weld maps and neat weld maps. Weld maps form the most important to
our considerations class of maps. Let t be a set in Fin+, and let x ∈ t. This x may
be an element of Fin+ or of Ur. Assume t is not a vertex of ~t. Then the map given
by the assignment

(7.1) t→ x

is a morphism
from t~t to ~t.

We observe that the assumption that t is not a vertex of ~t yields the implication

t ∈ vr(t~t ) ⇒ x ∈ vr(~t ).

Indeed, if t ∈ vr(t~t ), then t is a face of ~t or t ∈ vr(~t ), and since the latter possibility
is excluded, the former holds implying x ∈ vr(~t ). Thus, the assignment (7.1) is well
defined. We denote the morphism above by

π
~t
x,t.
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As usual, the domain of this morphism is the combinatorial equivalence class of t~t
and the codomain in the combinatorial equivalence class of ~t.

Lemma 7.1. Weld maps are grounded simplicial maps.

Proof. The lemma follows Proposition 6.9 and Lemma C.1. �

We will state the main amalgamation theorem in a way that involves a subclass
of morphisms of the ambient category. The subclass is defined by allowing only
compositions of weld maps that are organized in a certain way. Let S be an additive
family of faces of ~t. Let ι be a function defined on S such that ι(s) ∈ s for each
s ∈ S. Let

π
~t
ι : S~t→ ~t

be the map defined as follows. Observe that, by Lemma B.3 and Proposition 6.5,

vr(S~t ) = S ∪
(
vr(~t ) \ {x | {x} ∈ S}

)
,

and so ι is a surjection from vr(S~t ) to vr(~t ), and we consider ι as an assignment
determining a map S~t → ~t. This map is π~tι . We will say that ι is based on the
family S. We allow the family S, on which πι is based, to be empty, in which case
π~tι is the identity map.

Lemma 7.2. Let S be an additive family of faces of ~t, on which ι is based. The
map π~tι : S~t→ ~t is a composition of weld maps, so it is a grounded simplicial map.

Proof. By Proposition 6.9 and Lemma C.2, π~tι is a composition of weld maps. The
rest of the conclusion follows from Lemma 7.1. �

We call a map of the form π~tι a neat weld if ι is based on an upward closed
family. Clearly, each upward closed family of faces is additive.

7.3. Two subcategories. In each category, the objects are all sequences taken up
to the combinatorial equivalence. Each morphism will be a grounded simplicial
map. Of course, in each category morphisms will be closed under composition.

Below, we define two categories. We only need to specify morphisms in each of
them. First we define the weld-division category, which we will denote by

D.

Morphisms in the weld-division category are obtained by closing under composition
and division all weld maps and all isomorphisms. Morphisms in D will be called
weld-division maps. It will be convenient to state the main amalgamation theo-
rem in a way that involves a subclass of weld-division maps. The subclass is defined
by allowing only compositions of weld maps that are organized in a certain way.
The second category is the neat weld category denoted by

N .

The morphisms in N are obtained by closing under composition all neat weld maps.
We observe that N ⊆ D.
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Part 5. Refined projective amalgamation and its proof

8. Amalgamation theorem for the category D

Theorem 8.1 below is the main theorem on projective amalgamation. We state
it in its optimal form, that is, with f coming from N . This is done partly to get
the strongest result possible, but also it is this optimal form that will be used in
the applications.

Theorem 8.1. For f ′, g′ ∈ D with the same codomain, there exist f ∈ D and
g ∈ N such that

(8.1) f ′ ◦ f = g′ ◦ g.

We say that (f ′, f), (g′, g) form a projective amalgamation if condition (8.1)
in the conclusion of Theorem 8.1 hold.

9. More weld-division maps

9.1. Combinatorial isomorphisms. We single out four types of isomorphisms
in the ambient category; see Lemma 9.1 for a justification that these are, in fact,
isomorphisms. They are given by combinatorial descriptions according to the con-
ventions in Section 6.5. Such descriptions will be used in the computations later in
the paper. As before, the domains and codomains of the maps defined below are
combinatorial equivalence classes.

We illustrate the definitions with schematic drawings. In the drawings, we as-
sume that the set of urelements is Ur = {a, b, c}. The isomorphisms in the drawings
map circled vertices to circled vertices and squared ones to squared ones. The edges
internal to the triangles are marked with strokes. The number of strokes indicates
the order in which the edges are produced in the process of iterated division.

Type 1.
Let r, s, t be sets in Fin+ such that r, s ⊆ t, r ∪ s 6= ∅, and r ∩ s = ∅. Assume

that t is not a vertex of ~t. Then the map given by the assignment

(9.1) t→ s ∪ {t}, r ∪ {t} → t

is a morphism

from
(
r ∪ {t}

)
(r ∪ s) t~t to

(
s ∪ {t}

)
(r ∪ s) t~t.

We denote the above morphism by α~tr,s,t.
As in the case of weld maps, the assumption that t is not a vertex of ~t gives, by

Theorem C.4(i) and Proposition 6.5, the implications

t ∈ vr
((
r ∪ {t}

)
(r ∪ s) t~t

)
⇒ s ∪ {t} ∈ vr

((
s ∪ {t}

)
(r ∪ s) t~t

)
r ∪ {t} ∈ vr

((
r ∪ {t}

)
(r ∪ s) t~t

)
⇒ t ∈ vr

((
s ∪ {t}

)
(r ∪ s) t~t

)
,

so the assignment (9.1) is well defined.
The following drawing illustrates a type 1 isomorphism according to the rules

from the beginning of this section.
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a b

c

a b

c

α∅r,s,t

Figure 9.1. A type 1 isomorphism with r = {a}, s = {b}, t = {a, b, c}

Type 2. Let s, t be sets in Fin+. Assume that s, t are not vertices of ~t. Then
the map given by the assignment

(9.2) (s \ t) ∪ {t} → (t \ s) ∪ {s}

is a morphism

from
(
(s \ t) ∪ {t}

)
s t~t to

(
(t \ s) ∪ {s}

)
t s~t.

We denote the map above by β~ts,t.
Again as above we see that the assumption that s and t are not vertices of ~t

implies, by Theorem C.5(i) and Proposition 6.5, that

(s \ t) ∪ {t} ∈ vr
((

(s \ t) ∪ {t}
)
s t~t

)
⇒ (t \ s) ∪ {s} ∈ vr

((
(t \ s) ∪ {s}

)
t s~t
)
,

and so assignment (9.2) is well defined.
The following drawing illustrates a type 2 isomorphism.

a b

c

a c

b

β∅s,t

Figure 9.2. A type 2 isomorphism with s = {a, c}, t = {b, c}

We define now two types of morphisms that essentially rename a vertex. They
are given through assignments (9.3) and (9.4). To see that these assignments are
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well defined, note that, for x ∈ Fin+ ∪Ur, under the assumption that {x} is not a
vertex of ~t, we have

x ∈ vr
(
~t
)
⇔ {x} ∈ vr({x}~t ).

Type 3a.
Let x be in Fin+ ∪ Ur. Assume that {x} is not a vertex of ~t. Then the map

given by the assignment

(9.3) x→ {x}

is a morphism
from ~t to {x}~t.

Type 3b.
Let x be in Fin+ ∪ Ur. Assume that {x} is not a vertex of ~t. Then the map

given by the assignment

(9.4) {x} → x

is a morphism
from {x} ~t to ~t.

We denote maps of type 3a and 3b, respectively, by δx,~t and δ~t{x}. Note that
the map of type 3b is a weld map, but it will be convenient to have an additional
name for this very particular kind of weld maps.

The following drawing illustrates these two types of isomorphisms.

a b

c

{a} b

c

δa,∅

δ∅{a}

Figure 9.3. Type 3a and 3b isomorphisms

Lemma 9.1. (i) Morphisms of types 1–3 are grounded simplicial maps.
(ii) Morphisms of types 1–3 are isomorphisms in the ambient category; in fact,

α
~t
r,s,t ◦ α

~t
s,r,t = id, β

~t
s,t ◦ β

~t
t,s = id, δ

~t
{x} ◦ δ

x,~t = δx,
~t ◦ δ~t{x} = id.

Proof. (i) for types 1 and 2 follows from Proposition 6.9 and Theorems C.4(ii) and
C.5(ii), respectively. The assertion for type 3(b) is a special case of Lemma 7.1.
Handling type 3(a) is easy and is left to the reader.

(ii) is checked using the defining formulas of the maps. �
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It will be convenient to introduce the following notion. The class of combi-
natorial isomorphisms is the smallest class obtained by closing combinatorial
isomorphisms of type 1, 2, 3a, and 3b under composition and division.

9.2. Defining more weld-division maps. The goal of this section is to prove
Lemmas 9.3 and 9.4—the first one of the two produces new combinatorial isomor-
phisms, the second one produces weld-division maps. But we start with a lemma
that will ease certain computations.

Given a grounded simplicial map f : ~t→ ~s, define

(9.5) u(f) = {v ∈ vr(~s ) | v = f(w) for a unique w ∈ vr(~t )}.

This definition is used in Lemma 9.2 and in the proof of Lemma 9.4. It will also be
important later in the paper.

Lemma 9.2. Let f : ~t → ~s be a grounded simplicial map. Let r0 · · · rl be a non-
decreasing sequence of faces of ~t such that f(ri) ⊆ u(f), for each i ≤ l. Then the
domain and codomain of the grounded simplicial map

(
f(r0) · · · f(rl)

)
f are

r0 · · · rl ~t and f(r0) · · · f(rl)~s,

respectively, and the map is given by the assignment

ri → f(ri), for i ≤ l, and vr(~t ) 3 x→ f(x) ∈ vr(~s ).

Proof. First we make the following general observation. If f : ~t → ~s is a grounded
simplicial map and s is a set in Fin+, then

(9.6) u(f) ∩ vr(s~s) ⊆ u(sf).

Indeed, only vertices of vr
(
f−1(s)~t

)
∩vr(~t ) are mapped by sf to vertices of vr(s~s )∩

vr(~s ). Further,
u(f) ∩ vr(s~s) ⊆ vr(s~s ) ∩ vr(~s )

sf is equal to f on vr
(
f−1(s)~t

)
∩ vr(~t ).

The conclusion of the lemma is obtained by an easy induction from the following
statement:
Let f : ~t → ~s be a grounded simplicial map, and let r1 a face of ~t with f(r1) ⊆
u(f). Set g = (f(r1))f . Then the domain and codomain of g are r1~t and f(r1)~s,
respectively, and g is given by the assignment

(9.7) r1 → f(r1) and vr(~t ) 3 x→ f(x).

Additionally, if r0 is a face of ~t with r1 6⊆ r0 and f(r0) ⊆ u(f), then r0 is a face of
r1~t and g(r0) ⊆ u(g).

So, it suffices to prove the statement above. Note that f(r1) ⊆ u(f) implies that
r1 is the only face t of ~t with f(t) = f(r1), that is, f−1

(
f(r1)

)
= {r1}. Now the

first sentence of the conclusion follows directly from the definition of the division
of grounded simplicial maps. Additionally, r0 is a face of r1~t since it is a face of ~t
and r1 6⊆ r0. Obviously, we have

(9.8) g(r0) ⊆ vr
(
(f(r1))~s

)
.
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Using (9.7) and taking into account that r1 6∈ r0, we get

(9.9) g(r0) = f(r0) ⊆ u(f).

We obtain g(r0) ⊆ u(g) from (9.6), (9.8) and (9.9). �

The next lemma constructs new combinatorial isomorphisms.

Lemma 9.3. Let ~q be a sequence, let t be a face of ~q, and let ∅ 6= s ⊆ t.
(i) The assignment

t→
(
(t \ s) ∪ {s}

)
induces a combinatorial isomorphism

from s t ~q to
(
(t \ s) ∪ {s}

)
s ~q.

(ii) If r ⊆ s, then the assignment

t→
(
(t \ r) ∪ {s}

)
,
(
r ∪ {t}

)
→
(
(t \ s) ∪ {s}

)
induces a combinatorial isomorphism

from
(
r ∪ {t}

)
s t ~q to

(
(t \ s) ∪ {s}

)(
(t \ r) ∪ {s}

)
s ~q.

Proof. (i) Note that {t} is not a vertex of s t ~q since {t} 6= s, t (as t 6∈ t) and {t} is
not a vertex of ~q since t is a face of ~q (so t 6∈ tc

(
vr(~q )

)
). So, the sequences

s t ~q and {t} s t ~q

are combinatorially isomorphic by the type 3 assignment t→ {t}. Since s and t are
faces of ~q, they are not vertices of that sequence. So, under the assumption s ⊆ t,
we have a type 2 isomorphism between

{t} s t ~q and
(
(t \ s) ∪ {s}

)
t s ~q

via the assignment {t} → (t \ s) ∪ {s}. Further, since s ⊆ t, we see that t is not a
face of s ~q and, therefore,(

(t \ s) ∪ {s}
)
t s ~q =

(
(t \ s) ∪ {s}

)
s ~q.

Putting together this equality and the two combinatorial isomorphisms above, we
get the conclusion.

(ii) If r = ∅, then the two sequences in the conclusion become

{t} s t ~q and
(
(t \ s) ∪ {s}

) (
t ∪ {s}

)
s ~q.

As in the proof of (i), {t} s t ~q and s t ~q are combinatorially isomorphic and t ∪ {s}
is not a face of s ~q since s ⊆ t, so(

(t \ s) ∪ {s}
) (
t ∪ {s}

)
s ~q =

(
(t \ s) ∪ {s}

)
s ~q.

Thus, (ii) for r = ∅ follows directly from (i).
Assume r 6= ∅, and set

v = (t \ s) ∪ {s}.
Since t is not a vertex of ~q,

f :
(
r ∪ {t}

)
s t ~q →

(
(s \ r) ∪ {t}

)
s t ~q
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given by the assignment

(9.10) t→
(
s \ r) ∪ {t} and r ∪ {t} → t

is a type 1 isomorphism.
Next, we use point (i) to see that

g : s t ~q → v s ~q

given by the assignment
t→ v

is a combinatorial isomorphism. So,

u(g) = vr
(
v s ~q

)
.

Also (s \ r) ∪ {t} is a face of s t ~q since (s \ r) ∪ t = t is a face of ~q and s 6⊆ s \ r
(since r 6= ∅). Thus, by Lemma 9.2, since v = g(t), we have that

g′ :
(
(s \ r) ∪ {t}

)
s t ~q →

(
(s \ r) ∪ {v}

)
v s ~q,

is a combinatorial isomorphism given by the assignment

(9.11) t→ v and (s \ r) ∪ {t} → (s \ r) ∪ {v}.

Finally, observe that (t \ r) ∪ {s} is a face of s ~q and v ⊆ (t \ r) ∪ {s}. Thus, we
are allowed to use (i) again (with v playing the role of s, (t \ r) ∪ {s} playing the
role of t, and s ~q playing the role of ~q ) to see that

h : v
(
(t \ r) ∪ {s}

) (
s ~q
)
→
(
(s \ r) ∪ {v}

)
v
(
s ~q
)
.

given by the assignment

(9.12) (t \ r) ∪ {s} → (s \ r) ∪ {v}

is a combinatorial isomorphism.
The composition h−1 ◦ g′ ◦ f is a combinatorial isomorphism and, by composing

the assignments (9.10), (9.11), and the inverse of (9.12), we see that it is equal to
the map in the conclusion of (ii). �

We have the following lemma identifying a weld-division map.

Lemma 9.4. Let ~q be a sequence. Let ~p be a sequence of faces of ~q and, for
i = 1, . . . ,m, let ri, si1, . . . , sini

be faces of ~q such that ri ⊆ sij, for all j ≤ ni.
Assume that the sequence

(9.13) ~p (r1s11 · · · s1n1
) · · · (rmsm1 · · · smnm

)

is nondecreasing. Then sij 6= si′j′ , if i 6= i′ or j 6= j′, and the map

~p (r1s11 · · · s1n1
) · · · (rmsm1 · · · smnm

) ~q → ~p r1 · · · rm~q

given by the assignment

(9.14) sij → ri, for i ≤ m and j ≤ ni,

is a weld-division map.



32 SŁAWOMIR SOLECKI

Proof. First we observe that the condition sij 6= si′j′ if i 6= i′ or j 6= j′, follows
from the sequence (9.13) being nondecreasing. This condition implies that the
assignment (9.14) is well defined.

Since weld-division maps are closed under composition, it will suffice to show
that, for a fixed i ≤ m, the map

(9.15) ~p′ risi1 · · · sini
~q′ → ~p′ri~q′

given by (9.14) for the fixed i, is a weld-division map, where

~p′ = ~p r1 · · · ri−1 and ~q′ = (ri+1si+11 · · · si+1ni+1
) · · · (rmsm1 · · · smnm

) ~q.

Now, fix also j ≤ ni. Observe that all entries of ~p′ are faces of risi1 · · · sini
~q′

since they are all faces of ~q and no entry of

(risi1 · · · sini
)(ri+1si+11 · · · si+1ni+1

) · · · (rmsm1 · · · smnm
)

is included in an entry of ~p′ by the sequence (9.13) being nondecreasing. We show
that the map

(9.16) ~p′s′i1 · · · s′ij−1risij · · · sini
~q′ → ~p′s′i1 · · · s′ijrisij+1 · · · sini

~q′

given by sij → s′ij is a weld-division map, where

s′ij = (sij \ ri) ∪ {ri}, j = 1, . . . , ni,

and that all entries of ~p′s′i1 · · · s′ij−1 are faces of risij · · · sini
~q′. Indeed, the assump-

tion that (9.13) is nondecreasing implies that ri and sij are faces of the sequence
sij+1 · · · sini

~q′, so by Lemma 9.3(i), the map

f : risij · · · sini
~q′ → s′ijrisij+1 · · · sini

~q′

given by the assignment sij → s′ij is a combinatorial isomorphism. Since f is an
isomorphism, u(f) is equal to the whole set

vr
(
s′ijrisij+1 · · · sini

~q′
)
,

and so we have

(9.17) t ⊆ u(f), for each entry t of the sequence ~p′s′i1 · · · s′ij−1.

Furthermore, f is equal to the identity on each such set t since sij 6∈ t as both sij
and t are faces of ~q. Thus, iteratively dividing f by the entries of the sequence
~p′s′i1 · · · s′ij−1 and using Lemma 9.2, we see that the map (9.16) is a weld-division
map. Note further that s′ij is a face of risij+1 · · · sini

~q′ since ri and
(
s′ij \{ri}

)
∪ri =

sij are faces of sij+1 · · · sini
~q′.

Using closure under composition of weld-division maps and the fact that, for
each j ≤ ni, map (9.16) is a weld-division map, we see that the map

(9.18) ~p′risi1 · · · sini
~q′ → ~p′s′i1 · · · s′ini

ri~q′

given by

(9.19) sij → s′ij , for all j ≤ ni,

is a weld-division map.
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As observed above, s′ij is a face of s′ij+1 · · · s′ini
ri~q′ and, clearly, ri ∈ s′ij . Thus,

for each j ≤ ni, the map

(9.20) g : s′ijs
′
ij+1 · · · s′ini

ri~q′ → s′ij+1 · · · s′ini
ri~q′

given by the assignment

(9.21) s′ij → ri

is a weld map. Let t be an entry of ~p′. Observe that t is a face of s′ijs′ij+1 · · · s′ini
ri~q′

as it is a face of ~q′ and no entry of the sequence s′ijs′ij+1 · · · s′ini
ri is included in t.

Note that, on the one hand, ri 6∈ t as t and ri are faces of ~q, and on the other hand,
by (9.21), g is equal to the identity on t since s′ij 6∈ t as ri 6∈ tc(t) by t and ri both
being faces of ~q. It follows that

(9.22) t ⊆ u(g), for each entry of the sequence ~p′.

So, by Lemma 9.2, the map

(9.23) ~p′s′ijs
′
ij+1 · · · s′ini

ri~q′ → ~p′s′ij+1 · · · s′ini
ri~q′

given by (9.21) is an iterated division by the entries of ~p′ of the map (9.20); thus,
it is a weld-division map.

We obtain the conclusion that the map (9.15) is a weld-division map as follows.
We compose the ni weld-division maps (9.23), which yields a weld-division map

~p′s′i1 · · · s′ini
ri~q′ → ~p′ri~q′.

Then we precompose this resulting map with (9.18) and note that the assignment
(9.14) is the composition of (9.19) and (9.21). �

9.3. Dividing grounded simplicial maps by additive families of faces. Let
f : ~t→ ~s be grounded simplicial. If r1 · · · rl is a sequence of sets in Fin+, then let

r1 · · · rlf = r1(r2(· · · rl−1(rl f) · · · )).

The map above is grounded simplicial by Lemma 6.13. For a family S of faces of
~s, let

f−1(S) = {t | t is a face of ~t and f(t) ∈ S}.

Lemma 9.5. Let f : ~t→ ~s. Assume S is an additive set of faces of ~s.

(i) f−1(S) is an additive set of faces of ~t.
(ii) If ~S is a non-decreasing enumeration of S, then the domain and codomain

of ~Sf are

vr(S ~s ) = S ∪
(
vr(~s ) \ {x | {x} ∈ S}

)
,

vr(f−1(S)~t ) = f−1(S) ∪
(
vr(~t ) \ {y | {y} ∈ f−1(S)}

)
,

(9.24)

respectively, and ~Sf is the function

(9.25) vr(f−1(S)~t ) 3 x→ f(x) ∈ vr(S ~s ).

(iii) For two non-decreasing enumerations ~S and ~S′ of S, we have ~Sf = ~S′f .
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To clarify (9.25), observe that if x ∈ f−1(S), then x is a face of ~t, so a subset of
vr(~t ), and f(x) stands for the pointwise image of this set under f ; if x ∈ vr(~t )\{y |
{y} ∈ f−1(S)}, then f(x) stands for the value of f at x.

Proof. (i) follows directly from f(t1 ∪ t2) = f(t1) ∪ f(t2) for all t1, t2 ⊆ vr(~t).
(ii) Fix a non-decreasing enumeration ~S = s0s1 · · · sn of S. We note that S \{s0}

is an additive family of faces of A and s1 · · · sn is its non-decreasing enumeration.
The statements in this proof are proved by induction assuming that they hold
for S \ {s0} and establishing them for S. By easy induction, we prove that the
codomain and domain of the map ~Sf are equal to S~s and f−1(S)~t, respectively,
and by Lemma B.3 and Proposition 6.5, we get formulas (9.24). Again by induction,
we see that ~Sf is given by the formula (9.25).

(ii) Since formulas (9.24) and (9.25) depend only on S and not on the enumera-
tion ~S, we get the conclusion of (iii). �

If f : ~t→ ~s is grounded simplicial and S is an additive family of faces of ~s, then
Lemma 9.5(iii) allows us to define

Sf

to be the map ~Sf , where ~S is an arbitrary nondecreasing enumeration of S.

Lemma 9.6. Let f : ~t→ ~s and let g : ~u→ ~t be grounded simlipcial maps. Let S be
an additive family of faces of ~s. Then

S(f ◦ g) = Sf ◦
(
f−1(S)g

)
.

Proof. We have
(f ◦ g)−1(S) = g−1

(
f−1(S)

)
.

It follows that S(f ◦g) and Sf ◦
(
f−1(S)g

)
have the same codomain, S~s, and domain

given by

(9.26) (f ◦ g)−1(S) ~u = g−1
(
f−1(S)

)
~u.

For each subset or element x of

vr
(

(f ◦ g)−1(S) ~u
)

= vr
(
g−1

(
f−1(S)

)
~u
)
,

we obviously have (f ◦ g)(x) = f(g(x)), and the conclusion of the current lemma
follows from Lemma 9.5(ii). �

10. Proof of amalgamation for D from a coinitiality theorem for D

In this section, we state a coinitiality result, Theorem 10.1, from which the amal-
gamation result, Theorem 8.1, will be derived. Note, however, that Theorem 10.1
is a special case of Theorem 8.1. We also provide the proof of this implication.
Consequently, Theorem 10.1 will be what will remain to be shown.

Define the weld category denoted by

W.

Morphisms of the weld category are obtained by closing the set of all weld maps
under composition.
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Theorem 10.1. Weld category W is coinitial in the weld-division category D, that
is, for each g′ ∈ D, there exists g ∈ D such that

g′ ◦ g ∈ W.

We start with some amalgamation lemmas. Recall that pairs (f ′, f), (g′, g),
where f ′, f, g′, g are weld-division maps, form an amalgamation if

(10.1) f ′ ◦ f = g′ ◦ g.

Lemma 10.2 below gives the base case of the amalgamation theorem.

Lemma 10.2. Let π be a weld map and g′ ∈ D with π and g′ having the same
codomain. Then there exist a neat weld map πι and f ∈ D such that (π, f), (g′, πι)

is an amalgamation.

Proof. Let π = π~pp,s0 : s0 ~p→ ~p, with p ∈ s0 and s0 6∈ vr(~p ). If s0 is not a face of ~p,
then s0 ~p = ~p and π = id. Then we take f = g′ and πι = id, that is, πι based on
the empty family of faces.

Assume s0 is a face of ~p. Let ~q be the domain of g′, that is, g′ : ~q → ~p. Set

S = (g′)−1(s0).

By Lemma 6.12, S is additive in ~q and has the convexity property: for s1, s2 ∈ S

(10.2) if s1 ⊆ s ⊆ s2, then s ∈ S.

For each s ∈ S, let ιS(s) ∈ s be such that g′(ιS(s)) = p. Since g′(s) = s0 and
p0 ∈ s0 such ιS(s) ∈ s exists. Consider πιS : S~q → ~q. Let f1 : S~q → s0 ~p be defined
as f1 = s0g

′. Then f1 is a weld-division map. We have

(10.3) g′ ◦ πιS = π ◦ f1.

This identity is easily checked by evaluating the left- and right-hand sides on
vr(S~q) ∩ vr(~q) and vr(S~q) \ vr(~q).

Now define T by

t ∈ T ⇔
(
t is a face of ~q and s ⊆ t, for some s ∈ S

)
.

Clearly T is upwards closed in ~q. For t ∈ T , let st be the largest with respect to
inclusion element of S contained in T . Such st exists by additivity of S in ~q. For
s ∈ S, let

Ts = {t ∈ T | st = s}.
Note that, for each s ∈ S, we have that s ∈ Ts, s is included in each set in Ts, and,
by (10.2), the family Ts is additive in ~q. Furthermore, the families Ts, s ∈ S, are
pairwise disjoint and their union is equal to T . Let s1, . . . , sn be a non-decreasing
enumeration of S. Observe that if i < j, then no element of Tsj is included in
an element of Tsi . Indeed, if t ∈ Tsi , t′ ∈ Tsj , and t′ ⊆ t, then sj ⊆ t. Thus,
since si is the largest under inclusion element of S included in t, we have sj ⊆ si,
contradicting i < j. So, we can write the sequence T~q as

T~q =
(
s1(Ts1 \ {s1})

)
· · ·
(
sn(Tsn \ {sn})

)
~q,
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that is, we can enumerate T in a non-decreasing manner so that in the enumeration
s1 is the first entry, followed by a non-decreasing enumeration of Ts1 \{s1}, followed
by s2 and a non-decreasing enumeration of Ts2 \ {s2}, etc. The map

f2 : T~q → s1 · · · sn~q = S~q

given by the assignment Tsi \ {si} 3 t → si, for i ≤ n, is a weld-division map by
Lemma 9.4.

Define now ι(t) = ιS(st), for t ∈ T . Note that ι(t) ∈ st ⊆ t. Clearly, we also
have

(10.4) πιS ◦ f2 = πι.

Set f = f1 ◦ f2 and observe that (π, f), (g′, πι) is an amalgamation as equality
(10.1) follows from (10.3) and (10.4). �

Lemma 10.3 gives the relevant formal properties of the amalgamation relation.

Lemma 10.3. (i) For i = 1, 2, let (f ′i , fi), (g′i, gi) be an amalgamation. As-
sume that f1 = g′2. Then

(f ′1 ◦ f ′2, f2), (g′1, g1 ◦ g2)

is an amalgamation.
(ii) Assume (f ′ ◦ f ′′, f), (g′, g) is an amalgamation, then (f ′, f ′′ ◦ f), (g′, g) is

an amalgamation.

Proof. Property (10.1) of being an amalgamation is checked in points (i) and (ii)
by an easy diagram chase. �

The following lemma is a consequence of Lemma 10.2 and 10.3 (i).

Lemma 10.4. Let f ′ ∈ W and g′ ∈ D have the same codomain. Then there exist
f ∈ D and g ∈ N such that (f ′, f), (g′, g) is an amalgamation.

Proof. The map f ′ is a composition of a finite number n of weld maps. The proof
proceeds by induction on n. For n = 1, the conclusion follows from Lemma 10.2.
In the passage from n to n+ 1, we use Lemma 10.2 and Lemma 10.3 (i), and then
the closure of N under composition. �

We are ready to present an argument proving Theorem 3.1 from Theorem 10.1.

Proof of Theorem 3.1 from Theorem 10.1. Define A to consist of all f ′ ∈ D with
the following property: for each g′ ∈ D with the same codomain as f ′, there exist
f ∈ D and g ∈ N such that (f ′, f), (g′, g) is an amalgamation. We need to show
that A = D. By Lemma 10.3(ii), if f ′, f ′′ ∈ D and f ′ ◦ f ′′ ∈ A, then f ′ ∈ A. Thus,
it suffices to show that, given f ′ ∈ D, there exists f ′′ ∈ D such that f ′ ◦ f ′′ ∈ A.
By Theorem 10.1, for a given f ′, there exists f ′′ ∈ D such that f ′ ◦ f ′′ is in W. By
Lemma 10.4, A contains all maps in W and the conclusion follows. �
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11. Main Lemma and the proof of the coinitiality theorem from it

Recall the definition of maps πι from Section 7.2. If πι is based on an additive
family T of faces of ~q, all faces of T have p in common, and ι(t) = p for each t ∈ T ,
we write

π~qp,T

for πι.
We state below the main technical result of the proof of Theorem 10.1. Its

point is to elucidate the structure of subdivisions Sπp,T of πp,T for certain additive
families S and T . Such maps are always weld-division maps. Main Lemma shows
that, assuming appropriate interactions between S and T , the map Sπp,T is better
than just a weld-division map.

We introduce a class of maps that lies between weld maps and weld-division
maps. The class is auxiliary but crucial for our arguments in this section and in
Section 12. Recall the definition (9.5) of the set u(f) for a grounded simplicial
map f . We say that sf is obtained from f by a pure division based on s if
s ⊆ u(f). The class of pure weld-division maps is the smallest class closed under
compositions and pure division and containing all weld maps and all combinatorial
isomorphisms.

Main Lemma. Let S and T be additive families of faces of a sequence ~q such that
for s ∈ S and t ∈ T , if s ∪ t is a face of ~q, then s ∪ t ∈ T . Let p be a vertex of ~q
contained in every face from T . Then the map S π~qp,T is a pure weld-division map.

The proof of Main Lemma is rather involved, and we postpone it till Section 12.
Now, we proceed with the proof of Theorem 10.1 from Main Lemma. We start by
giving a characterization of pure weld-division maps.

Lemma 11.1. A map is a pure division-weld map if and only if it is a composition
of combinatorial isomorphisms and maps of the form

(11.1) s0 · · · sm π~qp,t,

where s0, . . . , sm, t ∈ Fin+, p ∈ t 6∈ vr(~q ), and p /∈ si for all i ≤ m.

Proof. We make some preliminary observations about maps in (11.1). Note that if t
is not a face of ~q or t is a one element set, then π~qp,t is a combinatorial isomorphism—
it is the identity, in the first case, and a combinatorial isomorphism of type 3b, in
the second case. Assume t is a face of ~q and has at least two elements. Set π = π~qp,t.
Let now s0, . . . , sm ∈ Fin+ be such that p 6∈ si, for i ≤ m. By an easy induction one
proves that the domain and codomain of s0 · · · smπ are s0 · · · smt ~q and s0 · · · sm~q,
respectively, and that we have

(a) vr(s0 · · · smt ~q ) \ {t} = vr(s0 · · · sm~q ) and s0 · · · smπ � vr(s0 · · · sm~q ) = id;
(b) u(s0 · · · smπ) = vr(s0 · · · sm~q ) \ {p}.

We use the assumptions that t is a face of ~q and p 6∈ si to see (b) and the assumption
that t has at least two elements to see (a).
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We conclude that

(11.2) π is a combinatorial isomorphism or s0 · · · smπ fulfills (b).

We proceed to proving the equivalence from the conclusion of the lemma.
(⇐) Since each combinatorial isomorphism f : ~t→ ~s is a bijection as a function

vr(~t ) → vr(~s ), we see that u(f) = vr(~s ). Thus, each division of a combinatorial
isomorphism is a pure division, so, inductively, each combinatorial isomorphism is
a pure weld-division map. It remains to show that maps in (11.1) arepure weld-
division maps assuming that π~qp,t is not a combinatorial isomorphism. In that case,
the conclusion follows from (b) again by induction.

(⇒) It suffices to prove that the family B consisting of compositions of combi-
natorial isomorphisms and maps in (11.1) is closed under pure division. We note
that if g : ~t→ ~s, f : ~s→ ~r are grounded simplicial maps then

(11.3) u(f ◦ g) ⊆ u(f) ∩ f(u(g)),

which is a consequence of the surjectivity of g as a function vr(~t)→ vr(~s). Inclusion
(11.3) gives, for r ∈ Fin+, that if r ⊆ u(f ◦g), then r ⊆ u(f) and, for the unique set
s ⊆ vr(~s ) with f(s) = r, we have s ⊆ u(g). Thus, with the assumption r ⊆ u(f ◦g),
we have, for some s ∈ Fin+,

r(f ◦ g) =

{
f ◦ g, if r is not a face of ~r;

(rf) ◦ (sg), if r is a face of ~r,

r ⊆ u(f),

s ⊆ u(g).

(11.4)

Further, we observe that if s0 · · · sm π~qp,t is as in (11.1), ∅ 6= s ⊆ u(s0 · · · sm π~qp,t),
and π~qp,t is not a combinatorial isomorphism, then

ss0 · · · sm π~qp,t,

is also as in (11.1), that is, p 6∈ s. This follows directly from condition (b). By this
observation, assertion (11.2), the fact that combinatorial isomorphisms are closed
under division, and by (11.4), we conclude that B is closed under pure division. �

Proof of Theorem 10.1 from Main Lemma. Define

Z = {h ∈ D | h ◦ f ∈ W, for some f ∈ D}.

Proving Theorem 10.1 amounts to showing that Z = D. Obviously, this will be
accomplished if we show points (b), (c), (e), and (f) listed below. We state them
along with auxiliary properties (a) and (d) and then prove them in turn.

(a) If h ◦ f ∈ Z, for some f ∈ D, then h ∈ Z.
(b) Z contains all combinatorial isomorphisms.
(c) Z is closed under composition.
(d) Z contains allpure weld-division maps.
(e) Z contains all maps of the form Sπ, where π is a weld map and S is an

additive family of faces of the codomain of π.
(f) Z is closed under division.
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Point (a) is clear since D is closed under composition.
For (b), note that if g is a combinatorial isomorphism, then the combinatorial

isomorphism f = g−1 witnesses that g ∈ Z.
To see (c), let h1, h2 ∈ Z be such that h1 ◦ h2 is defined. We aim to show that

h1 ◦ h2 ∈ Z. Fix f1, f2 ∈ D witnessing that h1, h2 ∈ Z, that is,

g1 = h1 ◦ f1, g2 = h2 ◦ f2 ∈ W.

Note that g2 and f1 have the same codomain and apply Lemma 10.4 to g2 ∈ W
and f1 ∈ D to obtain f ∈ N ⊆ W and g ∈ D such that g2 ◦ g = f1 ◦ f . Then notice
that

(h1 ◦ h2) ◦ (f2 ◦ g) = h1 ◦ g2 ◦ g = h1 ◦ f1 ◦ f = g1 ◦ f ∈ W.

It follows that f2 ◦ g ∈ D witnesses that h1 ◦ h2 ∈ Z.
We now show (d), that is, we prove that all pure weld-division maps are in Z.

To this end, we start with the following claim analyzing maps of the form π~qp,t.

Claim 1. Let s, t be faces of ~q with p ∈ t and p 6∈ s. Consider the weld map
π~qp,t : t ~q → ~q and its division sπ~qp,t : st ~q → s ~q. Then

(sπ~qp,t) ◦ f = π1 ◦ π2,

for some f ∈ D and where, for some t1, t2 ∈ Fin+ that are not vertices of s ~q and
t1s ~q, respectively, we have p ∈ t1, p ∈ t2, and π1 = πs ~qp,t1 and π2 = πt1s ~qp,t2 .

Proof of Claim 1. We keep in mind that p ∈ t and p 6∈ s. Set

t(s) = (t \ s) ∪ {s} and s(t) = (s \ t) ∪ {t}.

Since s and t are not vertices of ~q (since they are its faces), we have a combinatorial
isomorphism of type 2

h : t(s)ts ~q → s(t)s t ~q.

given by the assignment

(11.5) t(s)→ s(t).

Note further that, since s(t) and t(s) are not equal to either s or t, s is not equal
to t, and s(t), t(s), s, t are not vertices of ~q (since s and t are its faces), we have

s(t) is a not a vertex of st~q and t ∈ s(t),
t(s) is not a vertex of ts~q and p ∈ t(s), and
t is not a vertex of s~q and p ∈ t.

So, we can consider the weld maps

π0 = πst~qt,s(t) : s(t)st~q → st~q,

π1 = πs~qp,t : ts~q → s~q,

π2 = πts~qp,t(s) : t(s)ts~q → ts~q.

Now note that maps sπ~qp,t◦(π0◦h) and π1◦π2 have the same domains and codomains,
which are t(s)ts~q and s~q, respectively, and, by (11.5) and the definition of weld
maps, they are both given by the assignment

t→ p and t(s)→ p.
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It follows that
sπ~qp,t ◦ (π0 ◦ h) = π1 ◦ π2,

and f = π0 ◦ h, t1 = t, and t2 = t(s) are as required by the conclusion of Claim 1.

Claim 2. Let r ∈ Fin+ not be a vertex of a sequence ~q and let p ∈ r. Consider
the weld map π~qq,r : r ~q → ~q. Let s1, . . . , sm ∈ Fin+ be such that p /∈ si and si is
a face of si+1 · · · sm~q, for all 1 ≤ i ≤ m. Then, for each 1 ≤ i ≤ m, the following
conditions hold.

(i) si is a face of si+1 · · · smr ~q and it is the only face of si+1 · · · smr ~q mapped
by si+1 · · · smπ~qq,r to si.

(ii) If g : ~r → si+1 · · · smr ~q is in D, for some sequence ~r, then

s1 · · · si(si+1 · · · smπ~qq,r ◦ g) = (s1 · · · smπ~qq,r) ◦ (s1 · · · sig).

Proof of Claim 2. Point (ii) follows from (i) and Lemma 9.6.
To prove (i), note that si is a face of si+1 · · · smr~q. This statement is proved by

induction as follows. Assume si is a face of si+1 · · · sm~q. If si is a face of ~q, then,
since r 6⊆ si, si is a face of r~q, and so a face of si+1 · · · smr~q, as required, since
we have sj 6⊆ si, for j > i, as si is assumed to be a face of si+1 · · · sm~q. If si is
not a face of ~q, then there is m ≤ j > i such that sj ∈ si and

(
si \ {sj}

)
∪ sj is

a face of sj+1 · · · sm~q. So, by induction, we have that
(
si \ {sj}

)
∪ sj is a face of

sj+1 · · · smr~q. So si is a face of si+1 · · · sm~q.
Furthermore, the maps si+1 · · · smπFq,r, i < m, are given by the assignment r → p.

Thus, to see that si is the only face of si+1 · · · smrF mapped by si+1 · · · smπFq,r to
si, it suffices to note that p 6∈ si, as is assumed. The claim follows.

Now, we finish proving (d), that is, we show that each pure weld-division map is
in Z. By Lemma 11.1 and by (b) and (c), it will be enough to prove the following
statement.
Let s1, . . . , sm ∈ Fin+, let t be a face of ~q, and let p ∈ t and p 6∈ si, for i ≤ m.
Then

s1 · · · smπ~qp,t ∈ Z.

The statement is proved by induction on m. Clearly we can assume that, for all
i ≤ m, si is a face of si+1 · · · sm~q since otherwise we remove from the sequence
s1 · · · sm all si such that si is not a face of si+1 · · · sm~q, and the resulting map is
equal to s1 · · · smπ~qp,t. Ifm = 0, the statement is obvious since πp,t ∈ Z by definition
of Z. If m = 1, the statement follows from Claim 1, (a), and (c). Assume m ≥ 2

and suppose that the statement holds for m− 1.
Apply Claim 1 to π~qp,t and s = sm, so the conclusion of Claim 1 holds with some

f ∈ D and π1 and π2. We get from Claim 2

(s1 · · · sm−1smπ~qp,t) ◦ (s1 · · · sm−1f) = (s1 · · · sm−1)
(
(smπ

~q
p,t) ◦ f

)
= s1 · · · sm−1(π1 ◦ π2).

(11.6)

Since π1 = πsm~qp,t1 with p ∈ t1 and since p 6∈ si for i < m, Claim 2 gives

s1 · · · sm−1(π1 ◦ π2) = (s1 · · · sm−1π1) ◦ (s1 · · · sm−1π2).
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Combining this equation with (11.6) and applying (a) and (c) makes it clear that
it suffices to see that

s1 · · · sm−1π1, s1 · · · sm−1π2 ∈ Z.

But this follows from π1 being equal to πsm~qp,t1 , π2 being equal to πt1sm~qp,t2 , p 6∈ si for
i < m and the inductive assumption for m− 1. Thus, point (d) is proved.

We move to proving (e). This part of the proof involves an application of Main
Lemma. Let

π = π~qp,t : t ~q → ~q.

where t ∈ Fin+ is not a vertex of ~q, and p ∈ t. If t is not a face of ~q, then π and,
so also Sπ, are identity maps and there is nothing to prove. So assume t is a face
of ~q. By (a), it will suffice to find f ∈ D such that

(11.7) (Sπ) ◦ f ∈ Z.

We proceed to construct such a map f ∈ D.
Define

T = {t} ∪ {t ∪ s | s ∈ S, t ∪ s a face of ~q }.
This is an additive family in ~q since S is. Note that p is an element in each set in
T and consider the map πp,T : T~q → ~q. Define ρ : T~q → t ~q by the assignment that
maps each element of T to t. Since t ⊆ t′, for each t′ ∈ T , we can wriyr

T~q = t (T \ {t})~q.

We see from Lemma 9.4 with m = 1 that ρ is a weld-division map. Observe that

(11.8) πp,T = π ◦ ρ.

Now, from (11.8) and Lemma 9.6, we have

(11.9) Sπp,T =
(
Sπ
)
◦
(
S′ρ
)
,

where S′ = π−1(S). Note that S′ρ is a weld-division map since ρ is. It is immediate
that S and T fulfill the assumptions of Main Lemma. Thus, by Main Lemma, Sπp,T
is a pure weld-division map. This assertion together with (11.9) implies (11.7) with
f = S′ρ since each pure weld-division map is in Z by (d).

We prove (f). Fix h : ~q → ~p in Z and let s ∈ Fin+. We need to prove that
sh ∈ Z. We can assume that s is a face of ~p since otherwise sh = h and there is
nothing to prove. Fix f ∈ D such that g = h ◦ f ∈ W. Set S = h−1(s). Then, by
Lemma 9.6, we have

sg = (sh) ◦ (Sf).

Thus, by (a), it will suffice to show that

(11.10) sg ∈ Z.

Now, since g ∈ W, we have

g = π1 ◦ π2 ◦ · · · ◦ πn,

for some weld maps π1, . . . , πn. It follows from Lemma 9.6 that

(11.11) sg = (S1π1) ◦ (S2π2) ◦ · · · ◦ (Snπn),
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where S1 = {s} and, for 1 ≤ i < n, Si+1 = π−1i (Si). Since each Si is additive in
the codomain of πi, (11.10) is a consequence of (11.11), (c), and (e).

We showed (a)–(f) and the theorem is proved. �

12. Proof of Main Lemma

This section is concerned with the map

Sπ~qp,T : π−1p,T (S)T ~q → S ~q,

where S and T fulfill the assumptions in Main Lemma, that is,

(I) S and T are additive families of faces of ~q;
(II) for s ∈ S and t ∈ T , if s ∪ t is a face of ~q, then s ∪ t ∈ T ;
(III) p ∈ t, for each t ∈ T .

We will often refer to these properties in what follows.
To make our notation lighter, we set

π = π~qp,T .

12.1. Definitions needed for analyzing the family π−1(S) and the map Sπ.
First, we set up notation that will lead to a useful description of the elements of
π−1(S) and the map Sπ, which is given in Lemma 12.2. Let

Sp = {s ∈ S | p ∈ s},

and let
T = {X ⊆ T | X 6= ∅, X linearly ordered by ⊆}.

For X ∈ T , we write
minX

for the smallest with respect to inclusion element in X.
It will be convenient to write

s = s \ {p}, for s ∈ S.

Note that s = s if s ∈ S \ Sp. For X ∈ T with r ⊆ minX, set

(12.1) r(X) = r ∪X.

We will use the above notation only for r = s and r = s with s ∈ Sp, s ⊆ minX.
Below, we state a general lemma that is a consequence of Lemma B.2.

Lemma 12.1. Let ~p be a sequence, let T be an additive set of faces of ~p, let x be
a set, and let ∅ 6= X ⊆ T be such that x ∪ t ∈ T for each t ∈ X. Then

x ∪X is a face of T~p

if and only if the following conditions hold

(α) t 6⊆ x for each t ∈ T ;
(β) X is linearly ordered by ⊆;
(γ) x ⊆ t, for each t ∈ X.
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Proof. The implication ⇐ is obvious by Lemma B.2 and Proposition 6.1; the im-
plication ⇒ is almost equally obvious; to get (γ) apply (d) of Lemma B.2 and the
assumption that x ∪ t ∈ T , for each t ∈ X. �

We now come back to the proof of Main Lemma. We have a lemma that gives a
description of elements of the family π−1(S) and the map Sπ.

Lemma 12.2. (i) π−1(S) is equal to the union of the following, pairwise dis-
joint families of faces of T~q
— S \ T ;
— {s(X) | s ∈ Sp \ T, X ∈ T , s ⊆ minX};
— {s(X) | s ∈ Sp, X ∈ T , s ⊆ minX}.

(ii) Sπ : π−1(S)T ~q → S ~q is a map given by the assignment
— T 3 t→ p;
— s(X)→ s, for s ∈ Sp \ T , X ∈ T , s ⊆ minX;
— s(X)→ s, for s ∈ Sp, X ∈ T , s ⊆ minX.

Proof. (i) Each face of T~q is of the form

x ∪X,

with x ⊆ vr(~q) and X ⊆ T . By inspection, noticing that if x ∪X is a face of TA,
then

π(x ∪X) = π(x) ∪ π(X) = x ∪ π(X)

and π(t) = p for all t ∈ X, we see that of those the ones mapped by π to some
s ∈ S must be of the form

s = s ∪ ∅, for s ∈ S,
s ∪X and s ∪X, for s ∈ Sp and ∅ 6= X ⊆ T.

(12.2)

Now observe using (II) that

s ∈ S \ T ⇐⇒ s ∈ S and t 6⊆ s, for all t ∈ T.

Keeping this in mind, using assumptions (II) and (III), and applying Lemma B.1(ii)
and Lemma 12.1, we see that of the sets in (12.2) precisely the ones in the conclusion
of (i) are faces of T~q.

(ii) is checked by inspection using (i). Note that by our convention for assign-
ments, each s ∈ S \ T is mapped to s. �

12.2. First reduction. In this section, we show that, without loss of generality,
we can impose additional conditions on S and T , namely: for each t ∈ T , there is
s ∈ S with s ⊆ t; for each s ∈ S, there is a t ∈ T with s ⊆ t; and p ∈ s, for each
s ∈ S. These conditions are stated as (IV), (V), (VI) in Section 12.3.

We will need a general lemma on the interaction of two additive families of faces.

Lemma 12.3. Let ~t be a sequence, and let U , V , and W be additive families of
faces of ~t.
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(i) If U ⊆ W and no element of U is a subset of an element of W \ U , then
W \ U is an additive family of faces of U~t and

(W \ U)U~t = W ~t.

(ii) If, for all u ∈ U and v ∈ V , u ∪ v is not a face of ~t, then U is an additive
family of faces of V~t, V is an additive family of faces of U~t, and

UV~t = V U~t.

Proof. (i) The definition of face and the conditions on U and W give that elements
W \ U are faces of U~t. To see that this family is additive, let v1, v1 ∈ W \ U and
assume that v1 ∪ v2 is a face of U~t. Since v1 ∪ v2 ⊆ vr(~t ) (as v1 and v2 are faces of
~t ), by Lemma 6.8(i), we have that v1 ∪ v2 is a face of ~t. So, we get v1 ∪ v2 ∈W . If
v1 ∪ v2 ∈ U , then, by Lemma 6.8(ii), we have that v1 ∪ v2 is not a face of U~t, which
is a contradiction. So, v1 ∪ v2 6∈ U , and we checked additivity of W \ U .

The conditions on U and W make it possible to find an nondecreasing enumer-
ation v0 · · · vn of W such that, for some m ≤ n, we have W \ U = {vi | i ≤ m}
and U = {vi | m < i ≤ n}, which proves the second part of the conclusion by
Lemma 6.11.

(ii) Note first that no element of U is included as a subset in an element of V ; in
particular, U ∩ V = ∅. Indeed, if u ∈ U and v ∈ V and u ⊆ v, then u ∪ v = v is a
face of ~t contradicting our assumptions. Similarly, no element of V is included as a
subset in an element of U . Moreover, clearly U ∪V is an additive family of faces of
~t. Thus, applying (i) with W = U ∪V and noting that U = W \V and V = W \U ,
we see that U is an additive family of faces of V~t, V is an additive family of faces
of U~t, and

UV~t = (U ∪ V )~t = V U~t.

Point (ii) is proved. �

We will need another general lemma on dividing pure weld-division maps by
additive families of faces.

Lemma 12.4. Let f : ~t → ~r be a pure weld-division map and let S be an ad-
ditive family of faces of ~r such that, for each s ∈ S, we have s ⊆ u(f). Then
Sf : f−1(S)~t→ S ~r is a pure weld-division map.

Proof. The proof is done by induction of the size of S. If S = ∅, the conclusion
is evident. Assume that S 6= ∅. Let s0 ∈ S be minimal with respect to inclusion,
and let S0 = S \ {s0}. Note that S0 is an additive family of faces of ~r and that
the assumption of the lemma holds for S0. So, by induction, we have that S0f is a
pure weld-division map. Note further that s0 is a face of S0~r since no element of
S0 is a subset of s0. Further, by Lemma 9.5(iii), we have Sf = s0(S0f). Thus, to
show that Sf is a pure weld-division map, it suffices to see that s0 ⊆ u(S0f). But
notice that

(12.3) u(S0f) ⊇ u(f) \ {x | {x} ∈ S0}.
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If x ∈ s0 for some x with {x} ∈ S0, then {x} ⊆ s0, which contradicts the assertion
that no element of S0 is a subset of s0. Thus, x 6∈ s0 for each x with {x} ∈ S0.
So, since, by assumption, s0 ⊆ u(f), it follows from (12.3) that s0 ⊆ u(S0f), as
required. �

We now start the proof of the reduction of this section. Let

T ′ = {t ∈ T | s 6⊆ t for all s ∈ S}.

We aim to show that, without loss of generality, we can assume that T ′ = ∅.
First we have the following lemma.

Lemma 12.5. T \ T ′ is an additive set of faces of ~q, T ′ is an additive set of faces
of π−1(S) (T \ T ′) ~q, the family π−1(S) consists of faces of (T \ T ′) ~q, and

(12.4) π−1(S)T ~q = T ′π−1(S) (T \ T ′) ~q.

Proof. The family T \ T ′ is an additive family of faces of ~q by additivity of T and
the definition of T ′. Clearly, no element of T \ T ′ is included in an element of T ′;
thus, by Lemma 12.3(i), T ′ is an additive set of faces of (T \ T ′) ~q and

(12.5) T~q = T ′(T \ T ′) ~q.

By the condition s ⊆ minX in Lemma 12.2(i), π−1(S) consists of faces of the
sequence (T \ T ′) ~q. We claim that for u ∈ π−1(S) and t ∈ T ′, the set u∪ t is not a
face of (T \T ′) ~q. Let s ∈ S be such that s ⊆ u. Such an s exists by Lemma 12.2(i).
Then s ∪ t = s ∪ t since p ∈ t. Thus, s ∪ t ⊆ u ∪ t, and it suffices to show that s ∪ t
is not a face of (T \ T ′) ~q. By Lemma 6.8(i), if s∪ t is not a face of ~q, then it is not
a face of (T \ T ′) ~q as s∪ t is a subset of vr(~q ). On the other hand, if s∪ t is a face
of ~q, then, by our assumption (II), s ∪ t ∈ T and it clearly contains an element of
S. So s ∪ t ∈ T \ T ′, hence it is not a face of (T \ T ′) ~q by Lemma 6.8(ii).

The assertion that was just proved and Lemma 12.3(ii) show that T ′ is an addi-
tive set of faces of π−1(S) (T \ T ′) ~q and that (12.4) follows from (12.5). �

Set
π′ = π~qp,T\T ′ : (T \ T ′) ~q → ~q

and observe that the families S and T \T ′ fulfill conditions (I), (II), and (III). Thus,
Lemma 12.2 applies to π′, S, and T \T ′. Comapring Lemma 12.2(i) for π, S, T and
for π′, S, T \ T ′, we see that

(π′)−1(S) = π−1(S),

from which we get
Sπ′ : π−1(S)(T \ T ′) ~q → ~q.

Set
~Q = π−1(S)(T \ T ′) ~q,

so, by Lemma 12.5,
Sπ′ : ~Q→ ~q and Sπ : T ′ ~Q→ ~q.

Now, the map
π
~Q
T ′,p : T ′ ~Q→ ~Q
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is a composition of weld maps by Lemma 7.2. Note also that by Lemma 12.2(ii)
applied to π, S, T and to π′, S, T \ T ′, we have

Sπ = Sπ′ ◦ π ~QT ′,p
Thus, to prove Main Lemma it suffices to show that the map Sπ′ is a pure weld-
division map. That is, we can assume that T = T \ T ′, so T ′ = ∅. Therefore, from
this point on we assume that

(12.6) for each t ∈ T, there exists s ∈ S with s ⊆ t.

Let now
S′ = {s ∈ S | s 6⊆ t for all t ∈ T}.

Our aim is to show that we can assume that S′ is empty.

Lemma 12.6. S′ is an additive family of faces of ~q, T and S \ S′ are additive
families of faces of S′~q, and

(12.7) S~q = (S \ S′)S′~q and π−1(S)T~q = π−1(S \ S′)TS′~q.

Proof. The family S′ is an additive family of faces of ~q since it is closed upwards in
S and S is additive. It is clear that no element of S′ is a subset of an element of
S \ S′, hence, by Lemma 12.3(i), S \ S′ is an additive family of faces of S′~q and we
have the first part of (12.7).

It remains to prove the second part of (12.7).
Note that, for s ∈ S′ and t ∈ T , the set s ∪ t is not a face of ~q since otherwise,

by (II), it would be in T and it would contain s contradicting the assumption that
s ∈ S′. So, from Lemma 12.3(ii), T is an additive family of faces of S′~q, S′ is an
additive family of faces of T~q, and we have

(12.8) S′T~q = TS′~q.

Clearly S′ ⊆ S \ T , so, from Lemma 12.2(i), we have

S′ ⊆ π−1(S).

Furthermore, again by Lemma 12.2(i), since S′ is upward closed in S and since
minX in the statement of Lemma 12.2(i) is in T , we see that no element of the
family π−1(S) \ S′ contains a face of S′ as a subset. Also, as proved above, S′ is
additive in T~q. So, by Lemma 12.3(i), we can write

(12.9) π−1(S)T~q = (π−1(S) \ S′)S′ T~q.

Combining (12.8) and (12.9), we get

(12.10) π−1(S)T~q = (π−1(S) \ S′)T S′~q.

By Lemma 12.2(i) since minX in this lemma are in T , we have π−1(S′) = S′, so

π−1(S) \ S′ = π−1(S \ S′).

This equality and (12.10) imply the second part of (12.7). �
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Observe that conditions (I), (II), and (III) continue to hold for S′~q, S \ S′, and
T . Indeed, because of Lemma 12.6, we only need to check (II). For s ∈ S \ S′ and
t ∈ T , if s ∪ t is a face of S′~q, then it is a face of ~q, so it belongs to T since (II)
holds for S and T . Set

~Q = S′~q and π′ = π
~Q
p,T : T ~Q→ ~Q.

By what was observed above, Lemma 12.2 applies to π′, S \ S′, and T . By
Lemma 12.2(ii), we see that

(π′)−1(S \ S′) = π−1(S \ S′),

from which we get

(12.11) (S \ S′)π′ : π−1(S \ S′)T ~Q→ (S \ S′) ~Q.

Now by (12.7), we see that

(S \ S′)π′ : π−1(S)T~q → S~q.

Applying Lemma 12.2(ii) to π and π′, we we have

(S \ S′)π′ = S π.

Thus, to see that Sπ is a pure weld-division map, it suffices to show that (S \S′)π′
as in (12.11) is a pure weld-division map. This amounts to being able to assume
that S′ = ∅. Consequently, from this point on, we will assume that

(12.12) for each s ∈ S, there exists t ∈ T with s ⊆ t.

Let now

S0 = {s ∈ S | p 6∈ s}.

We show that we can assume that S0 = ∅.

Lemma 12.7. S \ S0 is an additive family of faces of ~q, S0 is an additive family
of faces of (S \ S0) ~q, S0 is an additive family of faces of π−1(S \ S0)T~q, and

(12.13) S ~q = S0 (S \ S0) ~q and π−1(S)T~q = S0 π
−1(S \ S0)T ~q.

Proof. Since S is an additive set of faces of ~q, so is S \S0. Also, clearly, no element
of S \ S0 is included in an element of S0. So Lemma 12.3(i) implies that S0 is an
additive family of faces of (S \ S0) ~q and that the first part of (12.13) holds.

By (iii) and Lemma 12.2(i), S0 ⊆ S\T ⊆ π−1(S) and no element of π−1(S)\S0 is
included in an element of S0. So, by Lemma 12.3(i), we have that S0 is an additive
family of faces of π−1(S \ S0)T~q and

π−1(S)T~q = S0

(
π−1(S) \ S0

)
T ~q.

Since, by Lemma 12.2(i), we also have π−1(S0) = S0, the second part of (12.13)
follows. �
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Note that π, S \ S0, and T fulfill conditions (I), (II), (III), so Lemma 12.2 is
applicable. Consider the map

(12.14) (S \ S0)π : π−1(S \ S0)T~q → (S \ S0) ~q.

Observe that each s ∈ S0 is a face of (S \ S0) ~q, since s is a face of ~q and no
element of S \ S0 is included in s, and, by Lemma 12.2(ii),

s ⊆ u
(
(S \ S0)π

)
.

Further, note that, by definition of division, s is a face of π−1(S \ S0)T~q as, by
(III), no element of T and, by Lemma 12.2(i), no element of π−1(S \S0) is included
in s. It follows, by Lemma 12.4, that the map

S0

(
(S \ S0)π

)
: S0 π

−1(S \ S0) ~q → S0 (S \ S0)~q

is a pure weld-division map if (S\S0)π is a pure weld-division. Now, by Lemma 12.7,
the maps S0

(
(S \ S0)π

)
and S π have the same domains and codomains, and by

Lemma 12.2(ii) applied to S π and (S \ S0)π, we have that

S0

(
(S \ S0)π

)
= S π.

Therefore, to see that S π is a pure weld-division map, it suffices to see that the
map (S \ S0)π in (12.14) is a pure weld-division map, that is, we can assume that
S = S \ S0, so S0 = ∅. From this point on, we assume S0 = ∅, that is,

(12.15) for each s ∈ S, p ∈ s.

12.3. Assumptions on S and T . This section collects the assumptions on S and
T we will be making based in the first reduction,

We have two additive families S and T of faces of the sequence A and a vertex
p of A fulfilling conditions (I), (II), and (III). In the light of the statements (12.6),
(12.12), and (12.15), we will be making the following additional assumptions:

(IV) for each t ∈ T, there exists s ∈ S with s ⊆ t;
(V) for each s ∈ S, there exists t ∈ T with s ⊆ t;
(VI) for each s ∈ S, p ∈ s.

Note that (III) follows from (IV) and (VI) above.

12.4. Concatenating sequences. Before we formulate and prove the second re-
duction, we need to introduce some conventions regarding concatenations of se-
quences of sets.

We fix a linear order � on S ∪ T that is a linear extension of ⊆. Later on, we
will impose some additional conditions on �, but at this point we only need it to
be an extension of the inclusion relation.

It will be convenient to introduce the following piece of notation. Let X ⊆ S∪T ,
and let r1 � · · · � rl be an increasing enumeration of X. For a function φ defined
on X whose values are sequences, let∏

r∈X
φ(r) and

∗∏
r∈X

φ(r)



COMPLEXES, MOVES, AND AMALGAMATION 49

stand for the sequences

φ(r1) · · ·φ(rl) and φ(rl) · · ·φ(r1),

respectively, that is,
∏
r∈X φ(r) stands for the concatenation of the sequences

φ(r1), . . . , φ(rl) and
∏∗
r∈X φ(r) stands for the concatenation in the reverse order of

the same sequences. Furthermore, if X is given by a property P (r) for r ∈ S ∪ T ,
that is,

X = {r ∈ S ∪ T | P (r) holds},
we write ∏

r:P (r)

φ(r) and
∗∏

r:P (r)

φ(r),

for
∏
r∈X φ(r) and

∏∗
r∈X φ(r), respectively.

12.5. A list of symbols for the calculations that follow. We list pieces of
notation that will be used in the computation below. In the list, s varies over S, t
and τ vary over T , X varies over T , r is a set, and � is the fixed linear order on
S ∪ T that extends the inclusion relation. The precise definitions of the notation
listed below will be given later. The list is intended as a reference for ease of reading
of what follows.

st = the largest with respect to � element s of S with s ⊆ t;
ts = the smallest with respect to � element t of T with s ⊆ t;

s = s \ {p};

r(t) = r ∪ {t}; brc =

∗∏
t:r⊆t

r(t);

r(X) = r ∪X; r[t] = {r(X) | X ∈ T , t = minX}; dre =

∗∏
t:r⊆t

r[t];

t = (t \ st) ∪ {st}; t̂ = t ∪ {p};

bsct =

∗∏
τ :t�τ, s⊆τ

s(τ); bsc�t =

∗∏
τ :t≺τ, s⊆τ

s(τ).

12.6. Second reduction. A linear order � on S ∪ T that extends the relation of
inclusion remains fixed. We also continue to assume that s varies over S and t, τ
vary over T .

By Lemma 12.2(ii), we are working towards proving that the map

Sπ : π−1(S)TA→ SA

given by the assignment
— T 3 t→ p;
— s(X)→ s, for s ∈ S \ T , X ∈ T , s ⊆ minX;
— s(X)→ s, for s ∈ S, X ∈ T , s ⊆ minX
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is a pure weld-division map. We are using (VI) here to see the above assignment
as equal to the one from Lemma 12.2(ii), as under (VI) we have Sp = S.

For s ∈ S, let

(12.16) ts = the smallest with respect to � element t of T with s ⊆ t.

The face ts exists by (V). We define certain sequences needed for Lemma 12.8 below.
For s ∈ S and t ∈ T with s ⊆ t, we write

s(t) = (s \ {p}) ∪ {t},

that is s(t) is equal to s(X) from (12.1), where X = {t}. We let

(12.17) bsc =

∗∏
t:s⊆t

s(t).

The following lemma constitutes the reduction of this section.

Lemma 12.8. The map

(12.18) π−1(S)T~q →
(∏
t∈T

Pt t
)
~q,

where
Pt =

∏
s:ts=t

bsc s,

given by the assignment

(12.19)

{
s(X)→ s, for s ∈ S \ T, X ∈ T , s ⊆ minX;

s(X)→ s(minX), for s ∈ S, X ∈ T , s ⊆ minX.

is a pure weld-division map.

Before we proceeding to the proof of Lemma 12.8, we state a result identifying a
pure weld-division map. It is a rewording of Lemma 9.4 with a stronger conclusion.
As explained below the proof of Lemma 9.4 gives this stronger conclusion.

Lemma 12.9. Let ~q be a sequence. Let ~p be a sequence of faces of ~q and, for
i = 1, . . . ,m, let ri, si1, . . . , sini be faces of ~q such that ri ⊆ sij, for all j ≤ ni.
Assume that the sequence

~p (r1s11 · · · s1n1
) · · · (rmsm1 · · · smnm

)

is nondecreasing. Then sij 6= si′j′ , if i 6= i′ or j 6= j′, and the map

~p (r1s11 · · · s1n1
) · · · (rmsm1 · · · smnm

) ~q → ~p r1 · · · rm~q

given by the assignment

sij → ri, for i ≤ m and j ≤ ni,

is a pure weld-division map.

Proof. We note that pure weld-division maps are closed under composition. So, it
is enough to show that the function (9.15) from the proof of Lemma 9.4 is a pure
weld-division map. But this is what is done in that proof—all the divisions in it
are pure divisions as witnessed by inclusions (9.17) and (9.22). �
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Proof of Lemma 12.8. Recall that Lemma 12.2(i) lists all the faces of π−1(S), and
note that, by our convention for assignments, it is understood that formula (12.19)
is augmented by

S ∪ T 3 r → r ∈ S ∪ T.

The first step of the proof consists of reorganizing of the two sequences in (12.18).
This is done in Claims 1 and 2 below.

In order to state Claim 1, we modify the sequence Pt. We define

(12.20) P ′t =

{(∏
s:s∈S\T,ts=tbsc s

)
btc, if t ∈ T ∩ S;∏

s:s∈S\T,ts=tbsc s, if t ∈ T \ S.

Note that for s ∈ S we have that s ∈ T if and only if s = ts, so

ts = t⇔
(
(s ∈ S \ T and ts = t) or s = t

)
.

It follows that

Pt = P ′t t, if t ∈ T ∩ S;

Pt = P ′t , if t ∈ T \ S.
(12.21)

Claim 1. We have

(12.22)
(∏
t∈T

Pt t
)
~q =

(∏
t∈T

P ′t
)
T~q.

Proof of Claim 1. It follows immediately from (12.21) and the definition of equiv-
alence of sequences that the lefthand side of (12.22) is equal to(∏

t∈T
P ′t t

)
~q.

Thus, by the definition of equivalence among sequences, to see (12.22), it suffices
to show that, for each t′ ∈ T , we have

(12.23) t′
( ∏
t:t�t′

P ′t
)( ∏

t:t�t′
t
)
~q =

( ∏
t:t�t′

P ′t
)
t′
( ∏
t:t�t′

t
)
~q.

If we set
T�t′ =

∏
t:t�t′

t,

then (12.23) becomes

(12.24) t′
( ∏
t:t�t′

P ′t
)
T�t′~q =

( ∏
t:t�t′

P ′t
)
t′ T�t′~q.

In the proof of (12.24), we will be repeatedly using Lemma 6.8(i) and Proposi-
tion 6.2(ii). For t � t′, by the definition of P ′t , each entry r of P ′t is equal to one of
the following

(α) s with ts = t and s ∈ S \ T ;
(β) s(τ) with s ⊆ τ and ts = t and s ∈ S \ T ;
(γ) t(τ) with t ⊆ τ if t ∈ S.
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Note that for τ as in (β) and (γ), we have t � τ , so, for each set r = s, s(τ), t(τ)

as in (α), (β), and (γ), we have that t′ ∪ r ⊆ vr(T�t′~q ). Thus, to see (12.24), by
the definition of the equivalence of sequences and by Lemma 6.8(i), it is enough to
check that for each such r, we have

r 6∈ t′, t′ 6∈ r, and t′ ∪ r is not a face of T�t′~q.

We give an argument for this statement. In it, we use letters s and τ to denote sets
as in (α), (β), and (γ). Since t′ is a face of ~q, it is clear that for r as in (α), (β),
and (γ), we have r 6∈ t′ since s, τ 6∈ tc(t′). If t′ ∈ r, then, since t′ 6∈ s, t, we have
that for some τ , t′ = τ and (there is s ∈ S \ T with s ⊆ τ and ts = t) or (t ⊆ τ

and t ∈ S). In either case, we have s ∈ S with ts = t and s ⊆ τ . Since τ ∈ T ,
by the definition of ts, we get t = ts � τ = t′. Hence we get t � t′ contradicting
our assumption t′ ≺ t. It remains to show that t′ ∪ r is not a face of T�t′~q. To do
this, we note that all r in question contain s as a subset for some s with ts = t.
Furthermore, since p ∈ t′, we have

s ∪ t′ = s ∪ t′.

So, in order to get the conclusion, it will be enough to show that s ∪ t′ is not a
face of T�t′~q provided that ts � t′. If s ∪ t′ is not a face of ~q, then it is not a face
of T�t′~q since s ∪ t′ ⊆ vr(~q ). So assume that s ∪ t′ is a face of ~q. In this case, we
have s ∪ t′ ∈ T by assumption (II). So we will be done if we show that s ∪ t′ � t′

as then s∪ t′ is an entry of the sequence T�t′ . Since s∪ t′ ⊇ t′, we have s∪ t′ � t′.
Thus, we only need to rule out the possibility that s ∪ t′ = t′, that is, s ⊆ t′. But,
by the defining property of ts, this inclusion implies that ts � t′, which contradicts
the assumption ts � t′, and the claim follows.

The goal now is to give a convenient for our arguments non-decreasing enumer-
ation of π−1(S). This will be accomplished in Claim 2. Our immediate goal is to
define sequences (12.26) below in analogy with (12.20). These sequences will be
used to provided the desired enumeration of π−1(S).

For t ∈ T and r ⊆ t, define

r[t] = {r(X) | X ∈ T , t = minX}.

We will use this definition only for r = s and r = s with s ∈ S. We note that,
by Lemma B.2, r[t] are additive sets of faces of T~q, so the choices of their non-
decreasing enumerations are not material when using them to implement divisions.
Observe further that assignment (12.19) maps all elements of s[t] to s, for s ∈ S \T ,
and all elements of s[t] to s(t), for s ∈ S.

Define for r such that r ⊆ t, for some t ∈ T ,

dre =

∗∏
t:r⊆t

r[t].

Observe that

(12.25) dre is non-decreasing.
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Indeed it suffices to show that if r ⊆ t, t′ and t ≺ t′, then no set in r[t] is included
in a set in r[t′]. Sets in r[t] have the form r(X) with minX = t and sets in r[t′]

have the form r(X ′) with minX ′ = t′. If r(X) ⊆ r(X ′), then, since t 6∈ r, we have
that t is in X ′ and so t′ = minX ′ ⊆ t contradicting t ≺ t′.

For t ∈ T , define

(12.26) R′t =

{(∏
s:s∈S\T,ts=t dse s dse

)
dte, if t ∈ S;∏

s:s∈S\T,ts=t dse s dse, if t 6∈ S.

Note that

(12.27) R′t is non-decreasing.

Indeed, fix t. It follows from (12.25) and the obvious observation using (VI) that
s 6⊆ s(X) and s(X) 6⊆ s, for X ∈ T , that dse s dse is nondecreasing. So, it suffices to
show that if s ≺ s′ and ts = ts′ = t, then no set in ds′e s′ ds′e or in dte is contained
in a set in dse s dse. Note that each set in ds′e s′ ds′e contains s′. So if some set in
ds′e s′ ds′e was contained in some set in dse s dse, we would have s′ ⊆ s. Since, by
(VI), p ∈ s, we would then have s′ ⊆ s contradicting s ≺ s′. Similarly, if some set
in dte is contained in a set in dse s dse, then t ⊆ s. Since s′ ⊆ ts′ = t, we would
again have s′ ⊆ s leading to a contradiction with s ≺ s′.

Now, we observe that

(12.28)
∏
t∈T

R′t is nondecreasing.

To see this we use (12.27), and we check that if t ≺ t′, then no set in R′t′ is included
in a set in R′t, that is, no set in ds′e s′ ds′e with ts′ = t′ or in dt′e, if t′ ∈ S, is
included in a set in dse s dse with ts = t or in dte, if t ∈ S. It suffices to see that no
set of the form s′ with ts′ = t′ or of the form t′ is included in a set of the form s with
ts = t or of the form t. But this is clear, since otherwise, in the first case, we would
have s′ ⊆ s or s′ ⊆ t, which, by the definition of ts′ , would imply t′ = ts′ � ts = t

or t′ = ts′ � t, reaching a contradiction with t ≺ t′. In the second case, we would
have t′ ⊆ s or t′ ⊆ t from which we again a contradiction with t ≺ t′.

Claim 2. We have

(12.29) π−1(S)T~q =
(∏

t

R′t
)
T~q.

Proof of Claim 2. Since π−1(S) is additive in T~q, all non-decreasing enumerations
of it give the same result when applied to T~q. Using Lemma 12.2(i), by inspection,
we see that the sequence

∏
t∈T R

′
t lists all elements of π−1(S). The claim follows

from (12.28).

Claims 1 and 2 reduce proving the lemma to showing that the map

(12.30)
(∏

t

R′t
)
T~q →

(∏
t

P ′t
)
T~q,

defined by the assignment (12.19) is a pure weld-division map. This is what we
show in the remainder of this proof. It is helpful to keep in mind that assignment
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(12.19) maps all elements of dse to s and it maps elements of dse to elements of
bsc; therefore, (12.19) maps R′t to P ′t .

We will use Lemma 12.9 and the closure of pure weld-division maps under com-
position to obtain the following claim.

Claim 3. Let P and Q be sequences of faces of T~q and entries of sdse and dse are
faces of QT~q. Assume that

P sdseQT~q and P dseQT~q

are non-decreasing.

(i) For s ∈ S \ T , the map

P sdseQT~q → P sQT~q

given by the restriction of (12.19) to dse is a pure weld-division map.
(ii) For s ∈ S, the map

P dseQT~q → P bscQT~q,

given by the restriction of (12.19) to dse is a pure weld-division map.

Proof of Claim 3. (i) Recall that

dse =

∗∏
t:s⊆t

s[t]

and note that the set s is a subset of each set in dse. Thus, point (i) follows directly
from Lemma 12.9 with m = 1 and r1 = s.

(ii) Recall that

dse =

∗∏
t:s⊆t

s[t],

and observe that, for each t ⊇ s, the set s(t) is included in each entry of the sequence
s[t] and so it is also the first entry of this sequence. Thus, by an application of
Lemma 12.9, we get that the map

P dseQT~q → P
( ∗∏
t:s⊆t

s(t)
)
QT~q = P bscQT~q,

given by the assignment (12.19) ispure weld-division map, and the claim follows.

Now, by inspecting the definitions of P ′t and R′t from (12.20) and (12.26), we
check that an iterative application of Claim 3 combined with closure of pure weld-
division maps under composition imply that the map (12.30) is a pure weld-division
map. This iteration is implemented as follows. In this paragraph, the words
"largest" and "smallest" refer to the order �. Starting with the largest t ∈ T

and proceeding to the smallest t ∈ T , we map elements of R′t to elements of P ′t ,
that is, we produce maps( ∏

t′≺t
R′t′
)
R′t
( ∏
t≺t′

P ′t′
)
T~q →

( ∏
t′≺t

R′t′
)( ∏

t�t′
P ′t′
)
T~q.
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Fix t ∈ T , and consider R′t. If t ∈ T ∩ S,

R′t =
( ∏
s:s∈S\T,ts=t

dse s dse
)
dte.

First, we map sets in the sequence to dte to sets in the sequence btc using Claim 3(ii).
Then we proceed from the largest s ∈ S \ T with ts = t to the smallest such s.
We map sets in sdse to s using Claim 3(i) and then sets in dse to sets in bsc using
Claim 3(ii). This procedure produces

P ′t =
( ∏
s:s∈S\T,ts=t

bsc s
)
btc.

If t ∈ T \ S, then
R′t =

∏
s:s∈S\T,ts=t

dse s dse,

and we proceed as above except that we omit the first step dealing with dte as this
entry does not appear in R′t for t 6∈ S. The application of Claim 3 requires that the
sequences of the form ( ∏

t′≺t
R′t′
)( ∏

t�t′
P ′t′
)
T~q

are non-decreasing, which is handled by the argument used to prove (12.28). The
lemma is proved. �

12.7. Stronger conditions on the order �. Recall that � is a linear order
on S ∪ T . The only property of � that has been used so far is that � extends
the inclusion relation. Now, we will need to require an additional condition of �.
We spell it out in (12.32) and prove in Lemma 12.10 that such an order can be
constructed. In analogy with the definition of ts in (12.16), for t ∈ T , set

(12.31) st = the largest with respect to � element s of S with s ⊆ t.

Observe that by additivity of S and the fact that � extends ⊆, we have

st = the largest with respect to ⊆ element s of S with s ⊆ t.

Such an st exists by (IV).

Lemma 12.10. There exists a linear order � on S ∪ T that extends the inclusion
relation and is such that, for s ∈ S and t ∈ T , we have

(12.32) t ≺ ts ⇔ t ≺ s ⇔ st ≺ s, for all s ∈ S, t ∈ T.

Proof. We produce a linear order � on S ∪ T extending the inclusion relation and
fulfilling

(12.33) s � t⇒ (s � st and ts � t).

We claim such an order fulfills (12.32). Indeed, we get t ≺ ts ⇒ t ≺ s from
(12.33), while t ≺ ts ⇐ t ≺ s from s ⊆ ts and from � being an extension of ⊆.
Similarly, we get t ≺ s ⇐ st ≺ s from (12.33), while t ≺ s ⇒ st ≺ s from st ⊆ t

and from � being an extension of ⊆.
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To define such an ordering, let S1 consists of all s ∈ S such that

for some t ∈ T, s is the largest with respect to ⊆ element of S with s ⊆ t,

that is, S1 = {st | t ∈ T}. Let �1 be a linear order on S1 extending the inclusion
relation.

For s ∈ S1, let

As = {t ∈ T | s is the largest with respect to ⊆ element of S with s ⊆ t}.

Note that the sets As, s ∈ S1, are pairwise disjoint and their union is equal to T
by (IV) and additivity of S. Furthermore, for s′ ∈ S1, we have s′ ∈ As if and only
if s′ = s ∈ T .

For s ∈ S1, let

Bs = {s′ ∈ S | s is the smallest with respect to �1 element of S1 with s′ ⊆ s}.

Note that the sets Bs, s ∈ S1, are pairwise disjoint, their union is equal to S by
(V). Furthermore, for s′ ∈ S1, we have s′ ∈ Bs if and only if s′ = s.

From the observations above, we see that

the sets As \ {s}, s ∈ S1, partition T \ S1;

the sets Bs \ {s}, s ∈ S1, partition S \ S1;

the sets {s}, s ∈ S1, partition S1.
(12.34)

Further, we make the following observation. For s1, s2 ∈ S1, we have(
s1 ≺1 s2, t ∈ As1 , s ∈ Bs1 , t′ ∈ As2 , s′ ∈ Bs2

)
⇒(

t′ 6⊆ t, t′ 6⊆ s, s′ 6⊆ t, s′ 6⊆ s
)
.

(12.35)

We prove the above non-inclusions by contradiction. If t′ ⊆ t, then, since t′ ∈ As2 ,
we have s2 ⊆ t, from which we get s2 ⊆ s1 since t ∈ As1 . Then, s2 �1 s1,
contradicting s1 ≺1 s2. If t′ ⊆ s, then s2 ⊆ s since t′ ∈ As2 , so s2 ⊆ s1 since
s ∈ Bs1 , and we again get s2 �1 s1 reaching a contradiction. If s′ ⊆ t, then s′ ⊆ s1
since t ∈ As1 . So, since s′ ∈ Bs2 , we get s2 � s1, which gives a contradiction with
s1 ≺1 s2. Finally, if s′ ⊆ s, then s′ ⊆ s1 since s ∈ Bs1 , which gives the same
contradiction as in the last sentence. Thus, (12.35) is proved.

Note that, for each s ∈ S1, we have

(12.36) (t′ ∈ As, s′ ∈ Bs)⇒ s′ ⊆ s ⊆ t′.

Finally observe

(12.37) S ∩ T ⊆ S1.

Taking into account (12.34), (12.35), (12.36), (12.37), we see that we can define
� to be the linear order on S ∪ T extending �1 on S1, extending the inclusion
relation, and having the following two properties for each s ∈ S1:

— As is an interval with respect to � such that s is the largest element of
S ∪ T with respect to � with s � s′ for all s′ ∈ As;

— Bs is an interval with respect to � such that s is the smallest element of
S ∪ T with respect to � with s′ � s for all s′ ∈ Bs.
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We check that this linear order fulfills (12.33).
Assume, towards a contradiction, that there is s ∈ S and t ∈ T such that

st ≺ s � t. Note that t ∈ Ast . So, by the definition of �, s ∈ Ast , which means, by
the definition of Ast , that s ∈ T ∩ S and s = st, contradicting st ≺ s. We proved

(12.38) s � t⇒ s � st, for all s ∈ S, t ∈ T.

Assume, towards a contradiction, that there are s ∈ S and t ∈ T such that
s � t ≺ ts. Then s ∈ Bs′ , for some s′ ∈ S1. Note that t 6∈ Bs′ \ {s′} since this last
set does not contain elements of T , which follws from (12.37) and the observation
that the only element of Bs′ ∩ S1 is s′. By definition of �, we have s′ � t. So, t is
an element of T such that s′ � t ≺ ts. From this assertion, by the definition of �,
we get an element t′ of T with t′ ∈ As′ and t′ ≺ ts. But then s ⊆ s′ ⊆ t′, which
implies ts � t′ from the definition of ts, and we reached a contradiction. Thus, we
proved

(12.39) s � t⇒ ts � t, for all s ∈ S, t ∈ T.

The lemma follows from (12.38) and (12.39). �

12.8. Proof of Main Lemma. It may be helpful to recall the definitions of bsc
from (12.17) and Pt from Lemma 12.8.

By Lemma 12.8, with the notation from that lemma, it suffices to show that the
map

(12.40)
(∏

t

Pt t
)
~q → S~q

given by the assignment

t→ p,

s(t)→ s, for s ⊆ t
(12.41)

is a composition of combinatorial isomorphisms and weld maps. It may be conve-
nient to fully spell out this assignment; in addition to the rules (12.41), we have

(12.42) S \ T 3 s→ s ∈ S \ T.

Note that the sets occurring as entries in the sequence
∏
t∈T Pt t are precisely the

sets in the family
S ∪ T ∪ {s(t) | s ∈ S, t ∈ T, s ⊆ t};

thus, the assignment given by (12.41) and (12.42) does induce a map with the
domain and codomain as in (12.40).

From this point on, we assume that variables t, τ run over the set T and s, σ

over the set S.
Define, for t ∈ T ,

(12.43) bsct =

∗∏
τ :t�τ, s⊆τ

s(τ) and bsc�t =

∗∏
τ :t≺τ, s⊆τ

s(τ).

We note that

(12.44) bsct = bsc, if t � ts.
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To see (12.44), recall the definition (12.17) of bsc and note that it suffices to see
that t � τ follows from s ⊆ τ and t � ts. But s ⊆ τ implies ts � τ by the definition
(12.16) of ts, and t � τ follows. Note further that

(12.45) bsct =

{
bsc�t s(t), if s ⊆ t;
bsc�t, if s 6⊆ t.

Finally, it is easy to see that the sequences bsct and bsc�t are non-decreasing.
Define

t = (t \ st) ∪ {st} and t̂ = (t \ st) ∪ {st}.

With this notation, for s ⊆ t, let

t(s) = t ∪ {s}.

Note that t(st) = t.

Lemma 12.11. Fix t. Let
~bt =

( ∏
τ :t≺τ

Pτ τ
)
~q.

We have a combinatorial isomorphism

(12.46)
( ∏
s:s�t

bsct s
)
t ~bt →

( ∗∏
s:s⊆t

t(s)
)
t̂
( ∏
s:s�t

bsc�t s
)
~bt

given by the assignment

(12.47) t→ t̂ and s(t)→ t(s), for s with s ⊆ t.

Proof. The face t ∈ T will remain fixed in this proof, and we set ~b = ~bt. To ease
reading the formulas in this proof, we introduce the following piece of notation. Let
~c be a sequence. For two sequences ~s and ~t, we write

~s
c
= ~t

for ~s~c = ~t~c, and, similarly, we write

~s
c→ ~t

to indicate a map ~s~c→ ~t~c.
Let L be

L =
( ∏
s:s�t

bsct s
)
t,

so L~b is the left hand side of (12.46). The proof consists of transforming L until
the right hand side is reached. We start with rewriting L, using (12.32) to get the
first equality and using (12.45) and the relation st ⊆ t to get the second one,

L
b
=
( ∏
s:s≺st

bsct s
)(
bstct st

)
t

b
=
( ∏
s:s≺st

bsc�tMs

)(
bstc�t st(t) st t

)
,

(12.48)
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where

Ms =

{
s( t )s, if s ⊆ t;
s, if s 6⊆ t.

Observe that t is a face of ~b since t is a face of ~q, no τ with t ≺ τ is included in
t, and no entry of Pτ with t ≺ τ is included in t. Further, note that the relations
st ⊆ t and t(st) = t. So, we can apply Lemma 9.3(ii) (with r = st, s = st, t = t)
to the rightmost three entries in the sequence in (12.48). This way we get, for each
sequence ~c extending ~b, a combinatorial isomorphism

(12.49) st(t) st t
b→ t(st) t̂ st

implemented by the assignment

(12.50) t→ t̂ and st(t)→ t(st).

We observe that in the sequence in (12.48) no entry to the left of st(t) st t contains
st(t) as an element and the only such entry containing t as an element is s(t), which
appears in Ms if s ⊆ t. Thus, Lemma 9.2, the combinatorial isomorphism (12.49)
given by the assignment (12.50) gives the combinatorial isomorphism

(12.51) L
b→
( ∏
s≺st
bsc�tNs

)(
bstc�t

)(
t(st) t̂ st

)
via the assignment

(12.52) t→ t̂, st(t)→ t(st), s(t)→ s(t̂ ), for s ≺ st, s ⊆ t,

where

Ns =

{
s( t̂ )s, if s ⊆ t;
s, if s 6⊆ t.

Note that Ns is obtained from Ms using Lemma 9.2 by applying t→ t̂.
The following claim lists the needed commutativity relations for t(σ) and t̂. We

say that a sequence ~c extends ~b if

~c = ~b′~b for some sequence ~b′.

Claim 1. Fix s � t. Let ~c be a sequence extending ~b.
The following relations hold for t(σ) with s � σ ⊆ t:
(a) s(τ) t(σ)

c
= t(σ) s(τ), for τ with t ≺ τ and s ⊆ τ ;

(b) s( t̂ ) t(σ)
c
= t(σ) s( t̂ );

(c) s t(σ)
c
= t(σ) s, if s 6= σ.

The following relations hold for t̂:
(d) s(τ) t̂

c
= t̂ s(τ), for τ with t ≺ τ and s ⊆ τ ;

(e) s t̂ c
= t̂ s, if s 6⊆ t.

Proof of Claim 1. Recall the definition of combinatorial equivalence of sequences
from Section 6.1. Recall also that, for r1, r2 ∈ S ∪ T , we have r1 6∈ tc(r2) as r1 and
r2 are faces of ~q. We will use this property freely in the proof below.

Assume first that s ⊆ st. We need to check (a), (b), (c) and (d) (since in (e)
the condition s 6⊆ t contradicts s ⊆ st). This check is based on disjointness of the
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appropriate faces implying combinatorial equivalence of sequences (as in point (b)
of the definition of combinatorial equivalence of sequences in Section 6.1). For (a)
and (d) note that since σ ⊆ t, we have σ ⊆ st ⊆ t ≺ τ , so σ 6= τ 6= st. Using this
observation and our case assumption s ⊆ st, we see that s(τ) and t(σ) are disjoint
as are s(τ) and t̂, and (a) and (d) follow. In (b), since σ 6= t̂ 6= st and s ⊆ st, we see
that s( t̂ ) and t(σ) are disjoint. For (c), the disjointness of s and t(σ) is immediate
by the case assumption s ⊆ st.

Assume now s 6⊆ st. The check of (a), (b), (c), (d) and (e) is based on the union
of two appropriate faces not being a face implying combinatorial equivalence of
sequences (as in point (b) of the definition of combinatorial equivalence of sequences
in Section 6.1). We will use the following property of the sequence ~b : σ is an entry
of ~b if and only if st ≺ σ. This property holds since, by (12.32), for each σ the
condition t ≺ tσ is equivalent to st ≺ σ. Note now that for the pairs of the relevant
faces in (a), (b), (c), (d), (e), their unions, that is,

(12.53) s(τ) ∪ t(σ), s( t̂ ) ∪ t(σ), s ∪ t(σ), s(τ) ∪ t̂, s ∪ t̂,

all contain s ∪ {st}. So it is enough to show that s ∪ {st} is not a face of ~c. Let
~c = c0 · · · cn. If s ∪ {st} is a face of ~c, then, by the definition of being a face, there
exists i ≤ n such that ci = st and s ∪ st = s ∪ st is a face of ci+1 · · · cn. Observe
that, since st is not listed in ~b, we see that ~b is an initial segment of ci+1 · · · cn.
Since

s ∪ st ⊆ vr(~q ),

we see, by Lemma 6.8(i), that s ∪ st is a face of ~b and of ~q. Since S is an additive
family of faces of ~q, it follows that s ∪ st is in S. Since, by our case assumption,
s ∪ st properly contains st, so st ≺ s ∪ st, and therefore, it is an entry of ~b. It
follows, by Lemma 6.8(ii), that s ∪ st is not a face of ~b, a contradiction. Thus, the
claim is proved.

Observe that by the definition (12.43) of bsc�t and Claim 1 (a) (with σ = s = st)
and (d) (with s = st), we get the following identities, for each sequence ~c extending
~b, (

bstc�t
)
t(st)

c
= t(st)

(
bstc�t

)
and

(
bstc�t

)
t̂
c
= t̂
(
bstc�t

)
.

An application of these identities to (12.51) gives a combinatorial isomorphism

(12.54) L
b→
( ∏
s≺st
bsc�tNs

)
t(st) t̂

(
bstc�t st

)
given by assignment (12.52).

We now streamline the information gathered in Claim 1 to apply it to (12.54).

Claim 2. Let ~c be a sequence extending ~b.
(i) If s ≺ σ ⊆ t, then((

bsc�t
)
Ns

)
t(σ)

c
= t(σ)

((
bsc�t

)
Ns

)
.

(ii) if s 6⊆ t and s � t, then

bsc�tNst̂
c
= t̂
((
bsc�t

)
s
)
.
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(iii) if s ⊆ t and s and t̂ are not vertices of ~c, then the map

bsc�tNst̂
c→ t(s) t̂

((
bsc�t

)
s
)

given by

(12.55) s(t̂)→ t(s)

is a combinatorial isomorphism.

Proof of Claim 2. We get (i) from Claim 1 (a), (b), and (c).
Using Claim 1 (d) and (e), we obtain((

bsc�t
)
s
)
t̂
c
= t̂
((
bsc�t

)
s
)
, if s 6⊆ t and s � t.

which is (ii).
To see (iii), note that, since

s \ t̂ = s and t̂ \ s = t,

the map
s( t̂ ) s t̂

c→ t(s) t̂ s

given by the assignment (12.55) is a combinatorial isomorphism of type 2 (with
s = s, t = t̂). Thus, by Lemma 9.2, since no entry of

(
bsc�t

)
has s(t̂) as an

element, we see that the map((
bsc�t

)
s( t̂ ) s

)
t̂
c→
(
bsc�t

)
t(s) t̂ s

given again by (12.55) is a combinatorial isomorphism. Then we use Claim 1 (a)
and (d) to get (

bsc�t
)
t(s) t̂ s

c
= t(s) t̂

(
bsc�t s

)
, if s ⊆ t.

Point (iii) and the claim follow.
First apply Claim 2(i) (with σ = st) to the right hand side of (12.54) to see that( ∏

s≺st
bsc�tNs

)
t(st) t̂

(
bstc�t st

) b
= t(st)

( ∏
s≺st
bsc�tNs

)
t̂
(
bstc�t st

)
,

which together with (12.54) gives a combinatorial isomorphism

(12.56) L
b→ t(st)

( ∏
s≺st
bsc�tNs

)
t̂
(
bstc�t st

)
given by assignment (12.52). We claim that, to get, from (12.56), the desired
combinatorial isomorphism

(12.57) L
b→
( ∗∏
s:s⊆t

t(s)
)
t̂
( ∏
s:s�t

bsc�t s
)

given by assignment (12.47), it will suffice to produce a combinatorial isomorphism

t(st)
( ∏
s≺st
bsc�tNs

)
t̂
(
bstc�t st

)
b→ t(st)

( ∗∏
s:s⊆t,s≺st

t(s)
)
t̂
( ∏
s:s≺st

bsc�t s
) (
bstc�t st

)
.

(12.58)
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given by the assignment

(12.59) s(t̂ )→ t(s), for s ≺ st, s ⊆ t.

Indeed, note that by (12.32), s � t is equivalent to s � st, so the composition of
(12.56) and (12.58) gives a combinatorial isomorphism as in (12.57) that is given
by the composition of the assignments (12.52) and (12.59), which composition is
equal to the assignment (12.47), as required.

From this point on, we work on constructing a combinatorial isomorphism (12.58)
given by (12.59). We will produce a combinatorial isomorphism

(12.60)
( ∏
s≺st
bsc�tNs

)
t̂
c→
( ∗∏
s:s⊆t,s≺st

t(s)
)
t̂
( ∏
s:s≺st

bsc�t s
)

given by (12.59), where ~c is a sequence extending ~b and such that t̂ and s with
s ≺ st are not vertices of ~c. This will be sufficient. Indeed, consider the sequence

(12.61) ~c =
(
bstc�t st

)
~b.

Note that t̂ = (t \ st)∪ {st} is a face of st~b, so it is not a vertex of st~b, and it is not
an entry of bstc�t. Thus, t̂ is not a vertex of ~c. Also s with s ≺ st is a face of ~q, so
it is not a vertex of ~q and it is not an entry of the sequence

bstc�t st
( ∏
τ :t≺τ

Pττ
)
.

Thus, by the definition of~b, s is not a vertex of~b. It follows that the formula (12.60)
can be applied to ~c from (12.61) above producing a combinatorial isomorphism

( ∏
s≺st
bsc�tNs

)
t̂
(
bstc�t st

) b→
( ∗∏
s:s⊆t,s≺st

t(s)
)
t̂
( ∏
s:s≺st

bsc�t s
) (
bstc�t st

)
.

given by (12.59). This immediately yields (12.58) by Lemma 9.2 after noticing that
none of the sets in (12.59) is an element of t(st).

We will iteratively apply Claim 2 to produce the combinatorial isomorphism
(12.60). We let s0 · · · sm be a non-decreasing enumeration of the set {s ∈ S | s ≺
st}. Then the left hand side of (12.60) becomes

(12.62)
(
bs0 c�tNs0

)
· · ·
(
bsm c�tNsm

)
t̂.

Using Claim 2 we move t̂ to the left in the above expression as follows. To make
the assumptions of Claim 2 satisfied, we keep in mind that

s0 ≺ s1 ≺ · · · ≺ sm ≺ t,

where the last inequality comes from sm ≺ st ⊆ t. Let i ≤ m. If si 6⊆ t, then, by
Claim 2(ii), we have(

bs0 c�tNs0
)
· · ·
(
bsi−1 c�tNsi−1

) (
bsi c�tNsi

)
t̂

c
=
(
bs0 c�tNs0

)
· · ·
(
bsi−1 c�tNsi−1

)
t̂
(
bsi c�t si

)(12.63)
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If si ⊆ t, then, by applying first Claim 2(iii) and then Claim 2(i) (with σ = si), we
get the following combinatorial isomorphism, for ~c extending ~b and such that t̂ and
si are not vertices of ~c,(

bs0 c�tNs0
)
· · ·
(
bsi−1 c�tNsi−1

) (
bsi c�tNsi

)
t̂

c→
(
bs0 c�tNs0

)
· · ·
(
bsi−1 c�tNsi−1

)
t(si) t̂

(
bsi c�t si

)
c
= t(si)

(
bs0 c�tNs0

)
· · ·
(
bsi−1 c�tNsi−1

)
t̂
(
bsi c�t si

)
,

(12.64)

where the combinatorial isomorphism in (12.64) is given be the assignment (12.55),
that is,

(12.65) si(t̂ )→ t(si).

By applying recursively (12.63) and (12.64) for i = m,m − 1, . . . , 0, choosing
(12.63) or (12.64) depending on whether si ⊆ t or si 6⊆ t, we obtain a combinatorial
isomorphism of the form c→ from the sequence (12.62) to the sequence

t(sik) t(sik−1
) · · · t(si0) t̂

(
bs0 c�t s0

)
· · ·
(
bsm−1 c�t sm−1

)(
bsm c�t sm

)
,

where si0 , . . . , sik , for i0 < · · · < ik, enumerate all si, i ≤ m, with si ⊆ t. The
isomorphism is given by assignments (12.65) for all i = i0, . . . , ik. Thus, we proved
that (12.60) given by (12.59) is a combinatorial isomorphism, and the lemma fol-
lows. �

We are now ready to give the final argument.

Proof of Main Lemma. We will prove that the map in (12.40) is a composition of
combinatorial isomorphisms and weld maps, which suffices to show Main Lemma.

Recall that S, T , and a sequence ~q are fixed in the statement of Main Lemma.
Recall also that

Pt =
∏
s:ts=t

bsc s.

Define

Qt =

∗∏
s:s⊆t

t(s).

As before, for two sequences ~r1 and ~r2, we will write

~r1
q
= ~r2 and ~r1

q→ ~r2

to indicate ~r1 ~q = ~r2 ~q and a map ~r1 ~q → ~r2 ~q, respectively.

Claim. The map ∏
t

Pt t
q→
(∏

t

Qt t̂
)
S

given by the assignment

t→ t̂, s(t)→ t(s), for s with s ⊆ t

is a combinatorial isomorphism.
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Proof of Claim. For notational convenience, we add a new element 0 to S ∪ T
and require that 0 is ≺-smaller than each element of S ∪ T . We claim that for all
t′ ∈ {0} ∪ T , we have a combinatorial isomorphism

(12.66)
∏
t

Pt t
q→
( ∏
t:t�t′

Qt t̂
)( ∏

s:s�t′
bsc�t′ s

)( ∏
t:t′≺t

Pt t
)

via the assignment

t→ t̂, for t � t′,
s(t)→ t(s), for s ⊆ t � t′.

Taking t′ to be the largest element of T , formula (12.66) becomes the formula
in the claim. Indeed, for this t′, the sequence bsc�t′ is empty as is the sequence∏
t:t′≺t Pt t. Further, obviously t � t′ for all t ∈ T but also s � t′ for each s ∈ S by

(V). Thus, the right hand side of (12.66) is equal to(∏
t

Qt t̂
)(∏

s

s
)

=
(∏

t

Qt t̂
)
S.

Now, we prove (12.66) by induction on t′ ∈ {0}∪T starting with t′ = 0 and going
upwards with respect to the order �. For t′ = 0, formula (12.66) is a tautology
since the sequences in the first two pairs of parentheses on the right hand side are
empty. Assume it holds for some t′ ∈ {0} ∪ T that is not the largest element of T .
Let t′′ be the immediate successor of t′ in {0} ∪ T . We prove (12.66) for t′′. We
first observe that

(12.67)
( ∏
s:s�t′

bsc�t′ s
)( ∏

t:t′≺t
Pt t
)

=
( ∏
s:s�t′

bsc�t′ s
)(
Pt′′t

′′)( ∏
t:t′′≺t

Pt t
)
.

We continue with the first two sequences on the right hand side of (12.67). We
observe that (12.44) and the definition of ts give

(12.68) bsc = bsct′′ and s � t′′, if ts = t′′.

and (12.32) gives

(12.69) ts = t′′, if t′ ≺ s � t′′.

We use (12.68) and (12.69) to get the second equality in (12.70) below( ∏
s:s�t′

bsc�t′ s
)(
Pt′′t

′′) =
( ∏
s:s≺t′′

bsct′′ s
)(( ∏

s:ts=t′′

bsc s
)
t′′
)

=
( ∏
s:s�t′′

bsct′′ s
)
t′′.

(12.70)

Putting together (12.67) and (12.70) gives

(12.71)
( ∏
s:s�t′

bsc�t′ s
)( ∏

t:t′≺t
Pt t
)

=
( ∏
s:s�t′′

bsct′′ s
)
t′′
( ∏
t:t′′≺t

Pt t
)
.

On the other hand, Lemma 12.11 (with t = t′′) gives a combinatorial isomor-
phism ( ∏

s:s�t′′
bsct′′ s

)
t′′
( ∏
t:t′′≺t

Pt t
) q→ Qt′′ t̂′′

( ∏
s:s�t′′

bsc�t′′ s
)( ∏

t:t′′≺t
Pt t
)
,
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which, after taking into account (12.71), yields a combinatorial isomorphism( ∏
s:s�t′

bsc�t′ s
)( ∏

t:t′≺t
Pt t
) q→ Qt′′ t̂′′

( ∏
s:s�t′′

bsc�t′′ s
)( ∏

t:t′′≺t
Pt t
)

via the assignment

(12.72) t′′ → t̂′′ and s(t′′)→ t′′(s), for s with s ⊆ t′′.

The above combinatorial isomorphism gives the combinatorial isomorphism( ∏
t:t�t′

Qt t̂
)( ∏

s:s�t′
bsc�t′ s

)( ∏
t:t′≺t

Pt t
)

q→
( ∏
t:t�t′′

Qt t̂
) ( ∏

s:s�t′′
bsc�t′′ s

)( ∏
t:t′′≺t

Pt t
)

implemented by the assignment (12.72). Precomposing this map with the combina-
torial isomorphism given by (12.66) for t′, which exists by our inductive assumption,
we get (12.66) for t′′ via the assignment

t→ t̂, for t � t′′,
s(t)→ t(s), for s ⊆ t � t′′,

and the claim is proved.

In light of Claim, our goal of checking that the map in (12.40) is a pure weld-
division map will be achieved if we show that the map

(12.73)
(∏

t

Qt t̂
)
S

q→ S

given by the assignment

(12.74) t̂→ p and t(s)→ s, for s ⊆ t,

is a composition of weld maps. For this conclusion, note that writing Qt explicitly,
we get

(12.75)
(∏

t

Qt t̂
)
S

q
=
(∏

t

( ∗∏
s:s⊆t

t(s)
)
t̂
)
S.

We work with the right hand side of equality (12.75) above. Let t′ ∈ T . We
show that the map

(12.76) ft′ :
(∏
t′�t

(( ∗∏
s:s⊆t

t(s)
)
t̂
))
S

q→
(∏
t′≺t

(( ∗∏
s:s⊆t

t(s)
)
t̂
))
S

given by the assignment

(12.77) t̂′ → p, t′(s)→ s for s ⊆ t′

is a composition of weld maps. Represent the domain sequence in (12.76) as(( ∗∏
s:s⊆t′

t′(s)
)
t̂′
)(∏

t′≺t

(( ∗∏
s:s⊆t

t(s)
)
t̂
))
S
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Now, notice that s ∈ t′(s) and using maps of the form πs,t′(s), map to s each element
of the form t′(s) in the sequence

∗∏
s:s⊆t′

t′(s)

starting with the �-largest s with s ⊆ t′ and ending with the �-smallest s of this
sort. This produces a composition of weld maps(( ∗∏

s:s⊆t′
t′(s)

)
t̂′
)(∏

t′≺t

(( ∗∏
s:s⊆t

t(s)
)
t̂
))
S

q→ t̂′
(∏
t′≺t

(( ∗∏
s:s⊆t

t(s)
)
t̂
))
S.

Then compose this map with the weld map of the form πp,t̂′ (after noticing that
p ∈ t̂′)

t̂′
(∏
t′≺t

(( ∗∏
s:s⊆t

t(s)
)
t̂
))
S

q→
(∏
t′≺t

(( ∗∏
s:s⊆t

t(s)
)
t̂
))
S

mapping t̂′ to p. This composition is given by the assignment (12.77) and, therefore,
is equal to the map ft′ as in (12.76).

Let now t0 ≺ · · · ≺ tn enumerate T in a non-decreasing manner. In light of the
argument above, the map

ftn ◦ · · · ◦ ft0
is a composition of weld maps and is given by the assignment (12.74), so it is equal
to the map (12.73). So, this latter map is a composition of weld maps, and Main
Lemma is proved. �
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Part 6. Proofs of the main theorems from amalgamation for D

In this part, we work in the setup of Section 5. As explained in that section,
this assumption causes no loss of generality. However, we will be assuming that all
divided complexes are finite, in fact, we assume that the set Ur is finite. This as-
sumption can by bypassed with some additional work in Section 13, but it becomes
important in the following sections.

13. The projective amalgamation theorem

The goal of this section is to prove the projective amalgamation theorem, The-
orem 13.1.

We recall the definitions involved in the amalgamation theorem. We fix a com-
plex A. We assume that A is finite and grounded. Then 〈A〉 is the family of all
complexes of obtained from A by iterative division. Without loss of generality, we
will assume that Vr(A) = Ur.

For A in 〈A〉, s ∈ Fin+ that is not a vertex of A, and p ∈ s, recall the weld map

πAp,s : sA→ A;

see Appendix C.1 for the definition and basic properties. Weld-division maps
among complexes in 〈A〉 is the smallest class of maps that

— contains all weld maps πAp,s with p ∈ s ∈ Fin+, s 6∈ Vr(A), and A ∈ 〈A〉,
— contains all grounded isomorphisms;
— is closed under division of simplicial maps, and
— is closed under composition.

We use D(A) to denote the category whose objects are complexes in 〈A〉 and whose
morphisms are weld-division maps among them.

Let A ∈ 〈A〉. Let S be an additive family of faces of A and let ι : S → Vr(A) be
such that ι(s) ∈ s, for each s ∈ S. Recall the map

πAι : SA→ A;

see Appendix C.1 for the definition and basic properties. We say that ι is based
on S. We say that S is upward closed in A if for each s ∈ S and t ∈ A with
s ⊆ t, we have t ∈ S. Note that each upward closed family is additive. The class
of neatly composed weld maps among complexes in 〈A〉 is the smallest class of
simplicial maps among complexes in 〈A〉 that

— contains all maps of the form πι with ι based on an upward closed family
— is closed under taking compositions.

The class of neatly composed weld maps will be denoted by N (A).
We observe that

N (A) ⊆ D(A).

Now, we have the following amalgamation theorem.

Theorem 13.1. For f ′, g′ ∈ D(A) with the same codomain, there exist f ∈ N (A)

and g ∈ D(A) such that
f ′ ◦ f = g′ ◦ g.
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The proof amounts to translating Theorem 3.1 to the above statement. To
implement the translation, we need some additional notions and some preliminary
results. For a grounded complex A with Vr(A) = Ur, let

Ac = {s ∈ Fin+ | s ⊆ Ur, s 6∈ A},

and let
~Ac

be a non-decreasing enumeration of Ac. The family Ac is an additive family of faces
of the empty sequence, so it is not material which non-decreasing enumeration of
Ac we choose. The introduction of the sequence ~Ac is needed for the definition of
the extension operation f → fA below. Observe that

(13.1) ~AcA = A.

For a sequence ~t = t1 · · · tn, we write

sp(~t ) = {sp(t1), . . . , sp(tn)}.

Lemma 13.2. Let A be a grounded complex. Let ~t be a sequence.

(i) Then x is a face of ~tA if and only if x is a face of ~t ~Ac and sp(x) ∈ A. In
particular,

Vr
(
~tA
)
⊆ vr

(
~t ~Ac

)
.

(ii) Assume that sp(~t ) ⊆ A. Then x is a face of ~t ~Ac if and only if

x = u ∪ {v1, · · · vl},

where v1, · · · , vl ∈ Ac are such that v1 ⊆ · · · ⊆ vl and u = ∅ or u is a face
of ~tA and sp(u) ⊆ v1. In particular, we have

vr
(
~t ~Ac

)
= Vr

(
~tA
)
∪Ac.

Proof. (i) By Proposition 6.1, it suffices to show that x is a face of ~t and sp(x) ∈ A
if and only if x is a face of ~t ~Ac and sp(x) ∈ A. The proof of this equivalence is
done by an easy induction of the length of ~t and is left to the reader.

(ii) Again, this proof is done by induction on the length of ~t. In what follows,
we use the definition of faces of sequence and Lemma 5.5.

Assume ~t is the empty sequence. Obviously, each face of ~Ac is of the form u∪X,
where u ⊆ Ur and X ⊆ Ac. Lemma 12.1 immediately implies the equivalence in
(ii) for the empty sequence ~t.

We now show the inductive steps in the proofs of the two implications of the
equivalence in (ii).

We start with implication⇒. Assume the implication holds for ~t with sp(~t ) ⊆ A.
We prove it for t~t for any t with sp(t) ∈ A. Let x be a face of t~t ~Ac. We suppose
that t is a face of ~t ~Ac since otherwise t~t ~Ac = ~t ~Ac and there is nothing to prove.

Suppose first that x is a face of ~t ~Ac. Then, by our inductive assumption, x =

u ∪ {v1, · · · vl} with u and v1, . . . , vl as in (ii). Since x is a face of t~t ~Ac, we see
that t 6⊆ x, so t 6⊆ u. It follows that u = ∅ or u is a face of t~tA. Thus, we get the
condition in (ii) for t~t.
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Suppose now, that x is not a face of ~t ~Ac. Then t ∈ x and
(
x \ {t}

)
∪ t is a face

of ~t ~Ac. By our inductive assumption we get(
x \ {t}

)
∪ t = u ∪ {v1, . . . , vl}

with u and v1, . . . , vl satisfying the conditions in (ii). The condition sp(t) ∈ A

implies that
t ∩ {v1, . . . , vl} = ∅,

so,

(13.2) t ⊆ u and x \ {t} = (u \ t) ∪ {v1, . . . , vl}.

Note that, in particular, u 6= ∅, so u is a face of ~tA. Using the second part of (13.2),
we see that

x =
(
(u \ t) ∪ {t}

)
∪ {v1, . . . , vl}.

We claim that this representation of x certifies that x has the properties in (ii), that
is, we need to check that (u\ t)∪{t} is a face of t~tA and that sp

(
(u\ t)∪{t}

)
⊆ v1.

By the first part of (13.2), (u \ t) ∪ t = u and, by the choice of u, u is a face of ~tA.
Additionally, by Proposition 6.1, t is a face of ~tA since t is a face of ~t ~Ac, ~t ~AcA = ~tA,
by (13.1), and sp(t) ∈ A. Thus, (u \ t) ∪ {t} is a face of t~tA. Further, by the first
part of (13.2), the choice of u, and the properties of sp spelled out in (4.1), we have

sp
(
(u \ t) ∪ {t}

)
= sp(u) ⊆ v1.

The implication ⇒ is proved for t~t.
The proof of the inductive step of the implication⇐ is similar. Again we assume

it holds for ~t and we prove it for t~t assuming that t is a face of ~tA. So suppose that

x = u ∪ {v1, . . . , vl}.

and u and v1, . . . , vl have the properties from (ii). We can assume that u is a face
of t~tA, as the case u = ∅ is obvious. We now split the argument into two cases: u
is a face of ~tA and u is not a face of ~tA. In the first case, we note that t 6⊆ u and
we apply our inductive assumption, from which we get that x is a face of ~t ~Ac. Note
that t 6⊆ x as t 6⊆ u and t ∩ {v1, . . . , vl} = ∅ by our assumption that sp(t) ∈ A. It
follows that x is a face of t~t ~Ac, as required. In the second case, we have t ∈ u and(
u \ {t}

)
∪ t is a face of ~tA. By t ∈ u, we get

sp
(
(u \ {t}) ∪ t

)
= sp(u) ⊆ v1,

and, by our inductive assumption, we see that

(13.3)
(
(u \ {t}) ∪ t

)
∪ {v1, . . . , vl} is a face of ~t ~Ac.

Now, note that, by Proposition 6.1, t is a face of ~t ~Ac since t is a face of ~t ~AcA and, by
(13.1), ~t ~AcA = ~tA. Thus, after noticing that t 6= vi, for all 1 ≤ i ≤ l, as sp(t) ∈ A,
we see that (13.3) implies, by the definition of face, that x is a face of t~t ~Ac. �

Let A be a grounded complex. Lemma 13.2 allows us to define the following two
operations.
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Let ~t and ~s be sequences with sp(~t), sp(~s) ⊆ A. For a grounded simplicial map
f : ~tA→ ~sA, by Lemma 13.2(ii), we can define

fA : ~t ~Ac → ~s ~Ac

by letting

fA � Vr
(
~tA
)

= f

fA � Ac = idAc .

It is easy to check, using Lemma 13.2(ii), that fA is a grounded simplicial map. We
list the properties of this operation that are relevant in the proof of Theorem 13.1.
We have

f is a grounded isomorphism ⇒ fA is a grounded isomorphism,(
π
~tA
p,s

)A
= π

~t ~Ac

p,s , for s ∈ ~tA, p ∈ s,

(sf)A = sfA, for s ∈ Fin+ with sp(s) ∈ A;

(13.4)

additionally, if g : ~uA→ ~tA is grounded simplicial and sp(~u) ⊆ A, then

(13.5) (f ◦ g)A = fA ◦ gA.

We leave the easy check of these properties based on Lemma 13.2(ii) to the reader.
Now, let ~s and ~t be sequences. For a grounded simplicial map f : ~t ~Ac → ~s ~Ac, by

Lemma 13.2(i), we can define
fA : ~tA→ ~sA

by letting
fA = f � Vr

(
~tA
)
.

Again it is easy to see using Lemma 13.2(i) that fA is a grounded simplicial map.
We have the following properties

f is a grounded isomorphism ⇒ fA is a grounded isomorphism,(
π
~t ~Ac

p,s

)
A

= π
~tA
p,s, for s ∈ ~t ~Ac, p ∈ s,

(sf)A = sfA, for s ∈ Fin+,(
π
~t ~Ac

ι

)
A

= π
~tA
ι′ ,

(13.6)

where in the last line ι : S →
⋃
S, for an additive family S of faces of ~t ~Ac, is such

that ι(s) ∈ s and ι′ = ι �
(
S ∩ ~tA); furthermore, if g : ~u ~Ac → ~t ~Ac is grounded

simplicial, then

(13.7) (f ◦ g)A = fA ◦ gA.

For the second line of (13.6), we point out that if s ∈ ~t ~Ac, then, by Proposition 6.2,
s is not a vertex of ~t ~Ac, so it is not a vertex of ~tA and π~tAp,s is defined. For the
fourth line of (13.6), we note that if S is an additive family of faces of ~t ~Ac, then
S ∩~tA is an additive family of faces of ~tA; and if S is upward closed, so is S ∩~tA.
Again, we leave the check of (13.6) and (13.7) to the reader.
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Finally, we note that, by the very definition of the operations f → fA and f →
fA, we have that, for a grounded simplicial map f : ~tA→ ~sA with sp(~t), sp(~s) ⊆ A,

(13.8) (fA)A = f.

Proof of Theorem 13.1. Let f ′ : ~sA → ~rA and g′ : ~tA → ~rA be maps in D(A).
We can assume that

(13.9) sp(~r ), sp(~s ), sp(~t ) ⊆ A.

Indeed, by Propostion 6.1, each face of a complex obtained by iterative division of
A has its support in A, therefore, if ~u is a sequence and ~u′ is obtained from ~u by
deleting all the entries of ~u with support not in A, then ~uA = ~u′A.

Consider (f ′)A : ~s ~Ac → ~r ~Ac and (g′)A : ~t ~Ac → ~r ~Ac and observe that, by
(13.4), (13.5), and (13.9), these two maps are in D. By Theorem 3.1, there are
f ∈ D and g ∈ N such that

(13.10) (f ′)A ◦ f = (g′)A ◦ g.

Note that since g is a composition of welds, its domain, and so also the domain of
f , is of the form ~u~t ~Ac. Then, by (13.6) and (13.7), we get that fA : ~u~tA → ~sA

and gA : ~u~tA→ ~tA are in D(A) and N (A), respectively. Furthermore, by (13.10),
(13.8), and (13.7), we get

f ′ ◦ fA =
(
(f ′)A

)
A
◦ fA =

(
(g′)A

)
A
◦ gA = g′ ◦ gA,

which shows that fA and gA witness the amalgamation property for f ′ and g′. �

Proposition 13.3. The complex A is an initial object in D(A), that is, for each
complex A in 〈A〉, there exists a composition of weld maps, so, in particular, a
weld-division map, from A to A.

Proof. Let
A = s1 · · · slA,

for some sets si ∈ Fin+, for i = 1, . . . , l, of which we can assume that si is a face
of si+1 · · · slA. Pick pi ∈ si. For i = 0, 1, . . . , l, set Bi = si+1 · · · slA. Then, for
i = 1, . . . , l,

Bi−1 = siBi and πBi
pi,si : Bi−1 → Bi.

It follows that
πBl
pl,sl
◦ · · · ◦ πB1

p1,s1 : B0 → Bl

is in D(A), which proves the lemma as B0 = A and Bl = A. �

14. D(A) as a transitive projective Fraïssé class

The reader may consult Appendix A.2 for background information on projective
Fraïssé classes and their limits.

Given A from 〈A〉 we define a binary relation RA on Vr(A) by making x, y ∈
Vr(A) related by RA if x and y belong to a face of A, that is,

(14.1) xRAy ⇔ {x, y} ∈ A.
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We note that RA is reflexive and symmetric. Clearly each grounded simplicial map
f : B → A, for A,B ∈ 〈A〉, is an epimorphism when considered as a function from
the structure (Vr(B), RB) to (Vr(A), RA). We now consider the class of structures
of the form (Vr(A), RA) for A ∈ 〈A〉 taken with the class of epimorphisms that are
weld-division maps. We denote this category by

DR(A).

Theorem 14.1. DR(A) is a projective Fraïssé class.

Proof. The projective amalgamation property for DR(A), that is, point (ii) in the
definition of projective Fraïssé class, is immediate from Theorem 13.1. The joint
projective property, that is, point (i) of the definition follows from point (ii) along
with Proposition 13.3. �

To set notation, let (An, fn) be a generic sequence for DR(A), so

fn : Vr(An+1)→ Vr(An).

Let A be the inverse limit of this inverse system and, for n ∈ N, let prn : A → An
be the projection. We equip A with a binary relation RA by letting, for x, y ∈ A,

xRAy

precisely when prn(x)RAnprn(y), for each n, that is, for each n, there is a face s in
An such that prn(x),prn(y) ∈ s. Then A with RA is the projective Fraïssé limit of
DR(A).

Let x ∈ A. We point out that since each fn is grounded simplicial and

fn
(
prn+1(x)

)
= prn(x),

we have

(14.2) sp
(
{prn(x)}

)
⊆ sp

(
{prn+1(x)}

)
, for each n.

The function sp is defined on faces of An, hence the need to consider the faces
{prn(x)} and {prn+1(x)} in formula (14.2) rather than the vertices prn(x) and
prn+1(x). The observation (14.2) and finiteness of A imply that the sequence(
sp({prn(x)})

)
n
stabilizes and the set⋃

n

sp
(
{prn(x)}

)
is a face of A. It can be thought of as the support in A of x ∈ A.

Theorem 14.2. Let A equipped with RA be the projective Fraïssé limit of DR(A).

(i) RA is a transitive relation, so it is a compact equivalence relation on A.
(ii) For all x, y ∈ A, if xRAy, then⋃

n

sp
(
{prn(x)}

)
=
⋃
n

sp
(
{prn(y)}

)
.
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Proof. By its very definition RA is reflexive, symmetric, and compact.
Let x, y, z ∈ A. Assume that xRAy and yRAz. To show transitivity of RA, we

need to see that xRAz. Set, for n ∈ N,

xn = prn(x), yn = prn(y), zn = prn(z).

Then xn, yn, zn ∈ Vr(An) and, for each n there is a face of An containing xn and
yn and there is a face of An containing yn and zn.

We first make an observation that will make the notation in the argument below
easier to handle. If, for infinitely many n, we have xn = yn or yn = zn or xn = zn,
then x = y or y = z or x = z and there is nothing to prove. So, we can assume
that, for large enough n, we have xn 6= yn and yn 6= zn and xn 6= yn. For ease of
notation, we will assume that this happens for all n ∈ N.

So, we assume that

(14.3) {xn, yn} ∈ An, for all n.

and

(14.4) {yn, zn} ∈ An, for all n,

We fix k. Let s = {xk, yk}. By (14.3), s ∈ Ak. Consider

π = πAk
yk,s

: sAk → Ak.

Since π is in D(A), by property (iii) of projective Fraïssè limits (see Appendix A.2),
there are l ≥ k and a map f : Al → sAk in D(A) such that

(14.5) π ◦ f ◦ prl = prk.

Since the only vertex mapped by π to xk is xk, we see from (14.5) that

(14.6) f(xl) = xk,

and, similarly, since the only vertex mapped by π to zk is zk, we have

(14.7) f(zl) = zk.

The only vertices mapped by π to yk are s and yk, so f(yl) = s or f(yl) = yk. By
(14.6), the possibility f(yl) = yk would give

(14.8) f
(
{xl, yl}

)
= {xk, yk}.

But, by (14.3), {xl, yl} ∈ Al while, by the definition of sAk, {xk, yk} 6∈ sAk. So
(14.8) would contradict f being a grounded simplicial map, which follows from f

being in D(A). So we have

(14.9) f(yl) = s.

We observe that, since f is grounded simplicial, by (14.9), so we have

sp({yl}) ⊇ sp({s}) = sp({xk, yk}),

and, therefore, for each k, there exists l ≥ k with

(14.10) sp({yl}) ⊇ sp({xk}).
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The argument above showed that, for each k, there exists l ≥ k with (14.7),
(14.9), and (14.10) holding. Now assume towards a contradiction that

(14.11) {xk, yk, zk} 6∈ Ak, for some k.

For this k, fix l ≥ k with (14.7), (14.9), and (14.10). By (14.11), {s, zk} 6∈ sAk for
s = {xk, yk}, and therefore, by (14.7) and (14.9), we get {yl, zl} 6∈ Al contradicting
(14.4). Therefore, we have

{xn, yn, zn} ∈ An, for all n.

Thus, (i) is proved. Now, observe that (14.10) implies Sp(y) ⊇ Sp(x), so, by
symmetry of the relation RA, we get (ii). �

15. Identification of the canonical quotient

In light of Theorem 14.2, for a ∈ A/RA, we write

SpA
fr (a) =

⋃
n

sp
(
{prn(x)}

)
for any x ∈ A with a = x/RA.

Note that SpA
fr (a) ∈ A. So for s ∈ A, the elements a of A/RA with SpA

fr (a) = s

can be considered to be supported by s, that is, one can consider the set of all
a ∈ A/RA with SpA

fr (a) = s to be a face of A/RA corresponding to s.
Recall the definition (A.8) of support SpA

go(x) of an element x of the geometric
realization ‖A‖ of A. Note that SpA

go(x) ∈ A. Again, given s ∈ A, one can consider
the set of all x ∈ ‖A‖ with SpA

go(x) = s to constitute a face of ‖A‖ corresponding
to s.

The theorem below asserts that there is a homeomorphism between A/RA and
‖A‖ that respects the notions of faces corresponding to s ∈ A in these two spaces.

Theorem 15.1. Let A equipped with RA be the projective Fraïssé limit of DR(A).
Then there exists a homeomorphism

g : A/RA → ‖A‖

such that, for each a ∈ A/RA,

(15.1) SpA
fr (a) = SpA

go

(
g(a)

)
.

For the proof of the theorem above, we will need a generic sequence of D(A)

with additional properties. The following lemma gives such a sequence.

Lemma 15.2. There exists a generic sequence (An, πn) for D(A) such that

(i) for each n, there exists sn ∈ An and pn ∈ sn such that

πn = πAn
pn,sn ;

(ii) there are infinitely many n, for which there exist n′ ≥ n and ι : An →
Vr(An) with ι(s) ∈ s, for each s ∈ An, such that

πn ◦ · · · ◦ πn′ = πAn
ι ;

(iii) A0 = A.
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Proof. We refer in this proof to the construction of a generic sequence as described
at the end of Appendix A.2.

We note that to perform steps (A) and (B) in this construction in the case of
D(A), that is, to find maps f , fn, f ′, and fn′ , we use the amalgamation theorem,
Theorem 13.1. This theorem guarantees that the maps fn and fn′ are compositions
of weld maps, which in turn guarantees (i) of the current lemma.

When constructing the generic sequence (An, πn) recursively on n, it is enough
to perform steps (A) and (B) only at infinitely many n, leaving out infinitely many
n to satisfy (ii). For any n of this latter kind, with An given, we let

n′ = n+ #(An)− 1,

where #(A) is the number of faces of An, and we pick an arbitrary ι : An → Vr(An)

with ι(s) ∈ s, for each s ∈ An. By Lemma C.2, πAn
ι is a composition of weld maps

πk : Ak+1 → Ak, n ≤ k ≤ n′ as in point (ii). We choose the pairs (Ak, πk),
n ≤ k ≤ n′, to be in the generic sequence we are constructing. Since the maps
πk, n ≤ k ≤ n′, are weld maps, the construction as described in the preceding
paragraph can be completed with this choice.

Point (iii) can be arranged by Proposition 13.3. �

Proof of Theorem 15.1. We will use the framework for the geometric realization set
up in Appendix A.1. Additionally, we introduce the following piece of notation. If
r is a realizing assignment for a complex A, for s ∈ A, we write

conv0
(
r(s)

)
= conv

(
r(s)

)
\
⋃
∅6=s′(s

conv
(
r(s′)

)
.

Given a realizing assignment r for A and s ∈ A, we form a realizing assignment
r′ for sA by letting it be equal to r on Vr(A) \ {x} or Vr(A), depending on whether
or not s = {x} for some x ∈ Vr(A), and setting

(15.2) r′(s) =
1

#(s)

∑
v∈s

xv,

where #(s) stands for the number of elements in s. It is easy to check that this is
a realizing assignment for sA, that is, that conditions (A.3) and (A.4) hold. Note
that

(15.3) ‖r‖ = ‖r′‖.

We make the following easy but crucial observation. Let p ∈ s ∈ A and let π =

πp,s : sA→ A be a weld map. Then, for t ∈ sA, there exists t0 ∈ A with

sp(t) = sp(t0),(15.4)

π(t) ⊆ t0,(15.5)

conv
(
r′(t)

)
⊆ conv

(
r(t0)

)
,(15.6)

conv0
(
r′(t)

)
⊆ conv0

(
r(t0)

)
.(15.7)
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Indeed, if s 6∈ t, then take t0 = t; if s ∈ t, take t0 =
(
t \ {s}

)
∪ s. Note that

(15.4)–(15.7) constitute an essential use of π being a weld map; a division of a weld
map need not have these properties and neither does a grounded isomorphism.

Let
A = lim←−

n

(An, πn)

be the projective Fraïssé limit of DR(A) produced with the generic sequence from
Lemma 15.2. Let prn : A → An be the canonical projections and, for m ≤ n, let
prnm : An → Am be the composition πm ◦ · · · ◦ πn−1. Furthermore, by Proposi-
tion 13.3, we can assume A0 = A.

We start with a realizing assignment for A, for example, with r0 : Vr(A) →
RVr(A) given by r0(v) = xv as in Appendix A.1. We identify the geometric real-
ization ‖A‖ of A with ‖r0‖. Now we apply recursively the procedure described in
(15.2) to produce realizing assignments rn for An. Note that by (15.3), we have

rn : Vr(An)→ |A|R.

We observe two properties of the map rn stated in (15.8) and (15.9) below.
First, for n ≤ n′ as in Lemma 15.2(ii), An′ is obtained from An by the barycentric

division of An. So, by the standard estimate for barycentric subdivision [15, Proof
of Proposition 2.21], we have

max
t′∈An′

diam
(
rn′(t

′)
)
≤ d− 1

d
max
t∈An

diam
(
rn(t)

)
,

where diam is computed with respect to the Euclidean metric on ‖A‖ and d is the
maximum value of #(s) with s ∈ A. Thus, by Lemma 15.2(ii), we get

(15.8) εn = max
t∈An

diam(rn(t))→ 0.

The second property of rn is the following. Fix n. Since πn is a weld map, (15.5)
and (15.6) immediately give that, for each n,

for each t′ ∈ An+1, there exist t ∈ An with

πn(t′) ⊆ t, and conv
(
rn+1(t′)

)
⊆ conv

(
rn(t)

)
,

(15.9)

which implies by an easy inductive argument (with t′ = {v′}) that, for all n′ > n

and v′ ∈ Vr(An′), there exists t ∈ An with

(15.10) prn
′

n (v′) ∈ t and rn′(v
′) ∈ conv

(
rn(t)

)
.

Set
gn = rn ◦ prn : A→ |A|R.

Each map gn is clearly continuous. By (15.10), we see that, for each x ∈ A, for all
n′ ≥ n,

(15.11) gn′(x) ∈ conv
(
rn(t)

)
for some t ∈ An with prn(x) ∈ t.

Thus, since each An is finite, for every x ∈ A and n ≤ n′, we have that

dist
(
gn(x), gn′(x)

)
≤ εn,
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where dist is the Euclidean metric. So, by (15.8), the sequence of function (gn)

converges uniformly. Let g : A → |A|R be the continuous function that is the
uniform limit of the sequence (gn). Since the image of gn contains the image of rn,
we see that the image of gn is εn-dense in |A|R. Now, by (15.8), compactness of
A, and uniform convergence of (gn) to g, we get that g is surjective. Additionally,
note, for a later use, that (15.11) implies that, for each n

(15.12) g(x) ∈ conv
(
rn(t)

)
for some t ∈ An with prn(x) ∈ t.

We check that, for x, y ∈ A,

(15.13) g(x) = g(y) if and only if xRAy.

If xRAy, then, for each n, there is t ∈ An with prn(x),prn(y) ∈ t, and so with
gn(x), gn(y) ∈ conv

(
rn(t)

)
. It follows that dist(gn(x), gn(y)) ≤ εn, for each n; thus,

g(x) = g(y) by (15.8).
Assume now that ¬(xRAy). Let

pn = prn(x) ∈ Vr(An) and qn = prn(y) ∈ Vr(An).

Since RA is a transitive relation and we have ¬(xRAy), finiteness of each An guar-
antees the existence of n such that, for all s, t ∈ An,

(15.14) if pn ∈ s and qn ∈ t, then s ∩ t = ∅.

Otherwise, we would find sn, tn ∈ An such that, for each n,

pn ∈ sn, qn ∈ tn, sn ∩ tn 6= ∅, πn(sn+1) = sn, and πn(tn+1) = tn.

This, in turn, would allow us to find vv ∈ sn ∩ tn such that πn(vn+1) = vn, for each
n, that is, (vn) ∈ A. But then, we would have

x = (pn)RA(vn)RA(qn) = y,

so xRAy, contradicting our case assumption.
We fix n as in (15.14). By finiteness of An and compactness of conv

(
rn(s)

)
and

conv
(
rn(t)

)
for s, t ∈ An, it follows from (15.10) that there are s, t ∈ An with

(15.15) pn ∈ s, qn ∈ t, g(x) ∈ conv
(
rn(s)

)
, and g(y) ∈ conv

(
rn(t)

)
.

If g(x) = g(y), then (15.15) would contradict (15.14) since

conv
(
rn(s)

)
∩ conv

(
rn(t)

)
= conv

(
rn(s ∩ t)

)
.

Thus, g(x) 6= g(y), as required.
As a consequence of (15.13) and g being a continuous surjection, we see that

the map A/RA → |A|R induced by g is a homeomorphism. We denote this induced
homeomorphism again by g.

It remains to check (15.1), that is,

SpA
fr (a) = SpA

go

(
g(a)

)
.

Fix a ∈ A/RA and z ∈ A such that a = z/RA.
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By (15.4) and (15.6) and finiteness of A0 = A, we see that there exists t ∈ A

such that, for infinitely many n,

sp({prn(z)}) = sp(t) = t and gn(z) = rn(prn(z)) ∈ conv(r0(t)).

It now follows from (14.2) and compactness of conv(r0(t)) that

SpA
fr (a) = t and g(a) ∈ conv(r0(t)).

So, by definition of SpA
go

(
g(a)

)
, we get

(15.16) SpA
go

(
g(a)

)
⊆ SpA

fr (a).

We prove that the inclusion in (15.16) is not proper, which will establish (15.1).
We claim that if s ∈ An, then

(15.17) SpA
go

(
x
)

= sp(s) for all x ∈ conv0(rn(s)).

Indeed, it is clear that (15.17) holds for n = 0. Assume it holds for n and fix
s ∈ An+1. We apply (15.4) and (15.7) to πn and s to find s0 ∈ An with

sp(s) = sp(s0),(15.18)

conv0
(
rn+1(s)

)
⊆ conv0

(
rn(s0)

)
.(15.19)

By our inductive assumption, we have

SpA
go

(
x
)

= sp(s0) for all x ∈ conv0(rn(s0))

which implies (15.17) for s by (15.18) and (15.19). So (15.17) is proved.
Set t = SpA

fr (a). Let n0 be such that sp({prn(z)}) = t for all n ≥ n0. Now, we
argue that we can find n1 ≥ n0 such that if v ∈ Vr(An1) and vRAn1 prn1

(z), then

(15.20) sp({v}) ⊇ t.

Indeed, if the above assertion failed, by a compactness argument using (14.2), we
would find y ∈ A with zRAy and such that

⋃
n sp

(
prn(y)

)
does not contain t, in

particular, ⋃
n

sp
(
prn(z)

)
6=
⋃
n

sp
(
prn(y)

)
contradicting Theorem 14.2(ii). It follows from (15.20) and (15.17), applied to
n = n1 and s = {v}, that for each v ∈ Vr(An1) with vRAn1 prn1

(z), we have

(15.21) SpA
go

(
rn1

(v)
)
⊇ t.

Now, by (15.12), there exists s0 ∈ An1 with prn1
(z) ∈ s0 such that

(15.22) g(a) ∈ conv(rn1
(s0)).

By (15.21), we get
SpA

go

(
rn1

(v)
)
⊇ t, for each v ∈ s0.

The definition of SpA
go and the above inclusion immediately imply that

rn1(s0) ∩ conv(r0(t′)) = ∅, for each t′ ( t.

So since, by (15.6), rn1
(s0) is a subset of conv(r0(t0)) for some t0 ∈ A, we get

conv
(
rn1

(s0)
)
∩ conv(r0(t′)) = ∅, for each t′ ( t.
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Thus, by (15.22), we have

g(a) 6∈ conv
(
r0(t′)

)
, for each t′ ( t.

So, it follows that SpA
go

(
g(a)

)
is not a proper subset of t, and (15.1) is proved. �

16. Questions

We ask our questions in the framework of divided complexes from Section 5.
Recall from Appendix C the statements of the definitions of weld maps, grounded
isomorphisms, and division of grounded simplicial maps in this framework.

The first question is a rigidity problem for grounded isomorphisms asking if all
grounded isomorphisms are combinatorial isomorphisms.

Question 16.1. Let A, B be divided complexes. Let f : B → A be a grounded
isomorphism. Can f be obtained from grounded isomorphisms described in Theo-
rems C.4 and C.5 using composition and division of simplicial maps?

The second question concerns a Ramsey statement in the weld-division category
D(A) for a finite grounded complex A. Recall the class 〈A〉 of all complexes
obtained from A by iterating the division operation.

Question 16.2. Let b > 0 be a natural number. Let A,B ∈ 〈A〉. Does there exist
C ∈ 〈A〉 such that for each coloring with b colors of all weld-division maps from C

to A, there exists a weld-division map g : C → B such that the set

{f ◦ g | f : B → A a weld division map}

is monochromatic?

The definition of the class of weld-division maps describes this class from below,
that is, the class is defined by closing a base family (weld maps and grounded
isomorphisms) under certain operations (composition and division).

Question 16.3. Is there a description of weld-division maps that characterizes them
through combinatorial properties?
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Part 7. Appendices

Appendix A. Background on simplicial complexes, projective Fraïssé
classes, and Set Theory

Two notions from the literature form the basis of the considerations in this paper:
the notion of stellar subdivision of a simplicial complex and the notion of projective
Fraïssé class and its limit. In Appendix A.1, we recall the standard background
relating to simplicial complexes and their stellar subdivisions. We also fix notation
that will be used throughout the paper; the notation is not entirely standard. In
Appendix A.2, we recall the projective Fraïssé theory.

A.1. Simplicial complexes. A simplicial complex, or complex for short, is a
family A of non-empty finite sets closed under taking non-empty subsets, that is,
if ∅ 6= s ⊆ t ∈ A, then s ∈ A, and such that

(A.1) Vr(A) ∩A = ∅,

where Vr(A) is the union of all sets in A. Sets in A are called faces of A and
elements of Vr(A) are called vertices of A. Note that condition (A.1) is equivalent
to

(A.2) s 6∈ t, for all s, t ∈ A.

We describe a setup which will be used to define the geometric realization of a
simplicial complex. The setup will be useful in the proofs. For a subset X of some
Rm, we denote by

conv(X)

the convex hull of X. We now fix m, and with each v ∈ Vr(A), we associate a point
r(v) ∈ Rm so that the following conditions hold for all s, t ∈ A:

the points r(v), v ∈ s, are in general position,(A.3)

conv
(
{r(v) | v ∈ s}

)
∩ conv

(
{r(v) | v ∈ t}

)
= conv

(
{r(v) | v ∈ s ∩ t}

)
.(A.4)

We then consider the union

(A.5)
⋃
s∈A

conv
(
{r(v) | v ∈ s}

)
⊆ Rm.

Note that the topological space defined as the above union is fully determined by
the assignment

r : Vr(A)→ Rm

fulfilling (A.3) and (A.4). We call such an assignment a realizing assignment for
A and write

‖r‖
for the topological space (A.5). Given two realizing assignments r and r′ of the same
complex A, it is easy to verify that the spaces ‖r‖ and ‖r′‖ are homeomorphic by
considering the map

(A.6) r(v)→ r′(v), for v ∈ Vr(A),
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and extending this map in an affine manner to each set conv
(
{r(v) | v ∈ s}

)
with

s ∈ A. An example of a realizing assignment is the map

Vr(A) 3 v → xv ∈ RVr(A),

where, for w ∈ Vr(A),

xv(w) =

{
1, if w = v,

0, if w 6= v.

Given a realizing assignment r of A, we view Vr(A) as embedded into ‖r‖ by

(A.7) Vr(A) 3 v → r(v) ∈ ‖r‖.

A geometric realization of a complex A is the topological space ‖r‖ for any
realizing assignment r of A together with the map (A.7). As explained above, any
two geometric realizations ‖r‖ and ‖r′‖ of A are related by a homeomorphism in-
duced via the affine extension of the map (A.6). This isomorphism type of geometric
realizations is called the geometric realization of A and is denoted by

‖A‖.

Let x ∈ ‖A‖, that is, x ∈ ‖r‖ for a realizing assignment r for A. Note that, by
(A.4), for each x ∈ ‖r‖, there exists a smallest, under the relation of inclusion, face
s of A such that x ∈ conv(r(s)). It is clear that s does not depend on the realizing
assignment r. We write, for x ∈ ‖A‖,

(A.8) SpAgo(x) = s.

For more background on simplicial complexes the reader may consult [14, Chap-
ter 1], [15], and [20, Sections 2.1 and 2.2].

A.2. Projective Fraïssé classes and their limits. We present here a frame-
work that extracts in a canonical manner a topological space from a combina-
torial/categorical background. The framework comes from [18] with some minor
additions incorporated. In the present paper it will be applied to the family of
all subdivisions of a given simplicial complex A taken together with weld-division
maps. The extraction of the topological space from this combinatorial situation will
produce the geometric realization of A, thereby giving a combinatorial presentation
of this geometric/topological object.

For our presentation of the projective Fraïssé framework, we fix a symbol R. By
an interpretation of R on a set X we understand a binary relation RX on X,
that is, RX ⊆ X ×X. We say that RX is a reflexive graph if it is reflexive and
symmetric as a binary relation. Assume X and Y are equipped with interpretations
RX and RY of R. Then a function f : X → Y is called a strong homomorphism
if

— for all x1, x2 ∈ X, x1RXx2 implies f(x1)RY f(x2);
— for all y1, y2 ∈ Y , y1RY y2 implies that there exist x1, x2 ∈ X with y1 =

f(x1), y2 = f(x2), and x1RXx2.
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By reflexivity of RY , a strong homomorphism is a surjective function from X to Y .
Now, we assume we have a category C each of whose objects is a finite set

equipped with an interpretation ofR as a reflexive graph and all of whose morphisms
are strong homomorphisms. We stress that, in general, not all finite sets equipped
with such interpretations of R are objects of C and not all strong homomorphisms
are morphisms of C. In fact, this will be the case for the category considered in this
paper.

Given C, we define a new category Cω consisting of projective, that is, inverse,
limits of sequences (An, fn)n, where each An is an object of C and fn : An+1 → An
is a morphism of C. Each such projective limit

X = lim←−
n

(An, fn) = {(xn) ∈
∏
n

An | fn(xn+1) = xn for all n}

is equipped with the compact zero-dimensional topology it inherits from
∏
nAn,

where the objects An are given the discrete topology, and with the natural projec-
tions prXn : X → An. Furthermore, X is naturally equipped with an interpretation
of R by letting, for x, y ∈ X,

xRXy iff prXn (x)RAnprXn (y) for all n.

One easily checks that RX is a reflexive graph, that RX is compact when viewed as a
set of pairs inX×X, and that prXn : X → An is a continuous strong homomorphisms
for each n. Given two such inverse limits X = lim←−n(An, fn) and Y = lim←−n(Bn, gn),
we declare a continuous function F : Y → X to be a morphism in Cω if for each
m, there exists n and a morphism f : Bn → Am in C such that

prXm ◦ F = f ◦ prYn .

So, objects of Cω are, just like objects of C, sets carrying an interpretation of
R as a reflexive graph and its morphisms, like morphisms in C, are also strong
homomorphisms with respect to interpretations of R. The main addition is that
objects of Cω carry a non-trivial topology and that interpretations of R and mor-
phisms respect this topology. We view C as a full subcategory of Cω by identifying
each object A of C with the projective limit lim←−n(An, fn), where An = A and fn
is the identity morphism on An. Note that for an object A of C and an object
X = lim←−n(An, fn) of Cω, a continuous function F : X → A is a morphism precisely
when there exist n and a morphism f : An → A in C such that F = f ◦ prXn .

We say that C is a projective Fraïssé class if it fulfills the following two
conditions:

(i) for any two objects A,B in C, there exist an object C in C and morphisms
f : C → A and g : C → B in C;

(ii) for any two morphisms f, g in C with the same codomain, there exist mor-
phisms f ′, g′ in C such that f ◦ f ′ = g ◦ g′.

Condition (i) is called the joint projection property and condition (ii) is called
the projective amalgamation property. The following fact was established in
[18].
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Let C be a countable projective Fraïssé category. There exists an object C in Cω
such that

(α) for each object A of C, there exists a morphism C→ A;
(β) for each object A of C and morphisms f, g : C→ A, there exists an isomor-

phism φ : C→ C such that f = g ◦ φ;
(γ) for all objects A,B of C and morphisms f : C → A and g : B → A, there

exists a morphism h : C→ B such that f = g ◦ h.
Furthermore, C is unique up to an isomorphism in Cω with properties (i) and (ii)
and properties (i) and (iii).

We call the unique C in the statement above the projective Fraïssé limit of
C. Property (i) of C is called projective universality, while property (ii) is called
projective homogeneity.

A projective Fraïssé category C will be called transitive if the interpretation
RC of R on the projective Fraïssé limit C of C is transitive. Since RC is always
reflexive, symmetric, and compact, we see that, for a transitive category C, RC is
a compact equivalence relation. It leads to the definition of the canonical quotient
topological space

C/RC.

We call this space the canonical quotient space of the class C or simply the
canonical quotient of C.

We outline a construction of the projective Fraïssé limit for a countable projective
Fraïssé class C. We call an inverse system (Cn, fn), with Cn and fn : Cn+1 → Cn
in C, generic if

(i) for each A in C, there exists n and f : Cn+1 → A in C;
(ii) for each g : B → A in C, each n and f : An → A in C, there exists n′ ≥ n

and f ′ : An′+1 → B in C such that

f ◦ prn
′+1
n = g ◦ f ′.

Here and below we set

prlk = fk ◦ · · · ◦ fl−1, for k < l.

One sees that the inverse limit lim←−(Cn, fn) of a generic sequence yields a structure
(C, RC) that fulfills conditions (α), (β), and (γ) above, it is, that is a projective
Fraïssé limit of C. Furthermore, one checks that each structure fulfilling conditions
(α), (β), and (γ) can be represented as the inverse limit of a generic sequence.

One checks that if (Cn, fn) and (C ′n, f
′
n) are generic sequences for C, then there

exist m0 < n0 < m1 < n1 < · · · and

g′i : C
′
ni
→ Cmi

and gi : Cmi+1
→ C ′ni

in C such that
g′i ◦ gi = prmi+1

mi
and gi ◦ g′i+1 = (pr′)ni+1

ni
.

So any two generic sequences are isomorphic in the sense explained above. Such an
isomorphisms guarantees the uniqueness, up to isomorphism, of projective Fraïssé
limit (C, RC).
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We outline a construction of a generic sequence (Cn, fn) for C. The sequence is
constructed recursively. The construction needs to fulfill two types of demands:

(a) for each A in C, we need to have n and f : Cn+1 → A in C;
(b) for each g : B → A, each n and f : An → A, we need to have n′ ≥ n and

f ′ : An′+1 → B in C such that

f ◦ fn ◦ · · · ◦ fn′ = g ◦ f ′.

There are countably many demands to satisfy as C is countable. They can be
organized in a way that they are met in the recursive construction of (Cn, fn) in
succession with

(A) demands of type (a) met by applying the joint projection property of C,
which produces f and fn to satisfy (a),

(B) demands of type (b) met by using the projective amalgamation property of
C, which produces f ′ and fn′ to satisfy (b).

A.3. Set theoretic background. We keep our set theoretic considerations on a
somewhat informal footing. But all that is done in the paper can be accomplished
assuming a weak fragment of the standard set theory (ZF) augmented by the exis-
tence of urelements. For example, the Kripke–Platek theory with urelements such
as KPU+ in [5, Chapter 1] is appropriate as the background to our considerations.
Having urelements is convenient in calculations and is natural for our approach to
modeling of complexes and their divisions. They are, however, not necessary; see
below.

Urelements are objects that themselves do not have elements but they can be
elements of sets. We will assume that there exists a set Ur of all urelements. The
reader may consult [5] for more information on this. Their introduction in this paper
is done exclusively for computational convenience. Working in the usual set theory
without urelements one can replace Ur by a set Ur′ of sets such that x 6∈ tc(x′) for
all x, x′ ∈ Ur′. Such Ur′ of arbitrary size can be easily produced in the standard
system ZF of set theory. One then runs all the definitions and arguments in our
paper with Ur replaced by Ur′. It does seem, however, that introducing Ur makes
for a cleaner presentation. See [5] for a more carefully argued case for urelements.

An important property of the membership relation ∈ that is used in the paper
is its well foundedness, namely, there does not exist a sequence xn, n ∈ N, such
that xn+1 ∈ xn, for each n. In particular, x 6∈ x, for each set x.

For an arbitrary set x, let

∪x = {z | z ∈ y for some y ∈ x}.

So ∪x is the union of x, where we treat x as a family of sets, namely, the family of
those sets y that are elements x. Set further

∪0x = x and ∪n+1 x = ∪
(
∪n x

)
.

For a set x, define

tc(x) =

∞⋃
n=0

∪nx.
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So elements of tc(x) are elements of x, elements of elements of x, etc. That is, tc(x)

collects all sets used to build x, and it is called the transitive closure of x. We
observe that, for sets x and y,

tc(x) ⊆ tc(y), if x ∈ y or x ⊆ y,
tc(x ∪ y) = tc(x) ∪ tc(y),

tc
(
{x}
)

= {x} ∪ tc(x).

(A.9)

For more background on set theory, the reader may consult [22].

Appendix B. Faces of divided complexes

The following lemma is an immediate consequence of the definition of division.

Lemma B.1. Let A be a divided complex, let s ∈ Fin+, and let x ∈ Fin+.

(i) If s ∈ x and s is not a vertex of A, then

x ∈ sA⇔
(
s ∪ (x \ {s}) ∈ A and s 6⊆ x

)
.

(ii) If s 6∈ x, then
x ∈ sA⇔

(
x ∈ A and s 6⊆ x

)
.

In the next lemma, given a divided complex A and an additive family T of faces
of A, we give a description of faces of TA. Note that

Vr(TA) ⊆ Vr(A) ∪ T,

from which we see that each face of TA is of the form

(B.1) x ∪X,

where x ⊆ Vr(A) and X ⊆ T . Lemma B.2 below determines precisely which sets
of the form (B.1) are actually faces of TA.

Lemma B.2. Let A be a divided complex and let T be an additive set of faces of
A. Let x ⊆ Vr(A) and let X ⊆ T . Then

x ∪X is a face of TA

if and only if the following conditions hold

(a) t 6⊆ x for each t ∈ T ;
(b) x ∪

⋃
X is a face of A;

(c) X is linearly ordered by ⊆;
(d) for each s ∈ X and t ∈ T , if t ⊆ x ∪ s, then t ⊆ s.

Proof. We first note that if X is empty, then the current lemma is an immediate
consequence of Lemma B.1(ii). We have to show that x is a face of TA if and only
if (a) and (b) hold (as (c) and (d) are fulfilled vacuously). We order T as t0 · · · tn
in a non-decreasing manner. Fix i ≤ n, note that ti 6∈ x, since x ⊆ Vr(A) and ti
is a face of A. Now, Lemma B.1(ii) implies that x is a face of titi+1 · · · tnA if and
only if x is a face of ti+1 · · · tnA and ti 6⊆ x. The equivalence from the conclusion
follows.
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Now, we tackle direction⇐. It is proved by induction on the size of X. The case
X = ∅ is already taken care of. Assume now that X has k elements with k ≥ 1.
Let s′ be the smallest under inclusion element of X, which exists by (c), and let

T ′ = {s ∈ T | s 6⊆ s′} and X ′ = {s ∈ X | s 6= s′}.

Then T ′ is additive in A and X ′ is a linearly ordered subset of T ′ of size k − 1.
Consider T ′A. It is easy to check that conditions (a–d) hold for T ′, X ′, and x∪ s′.
We only point out that (b) and (c) are immediate from (b) and (c) for T,X, x; to
see (a), we apply (d) for T,X, x; to see (d) we apply (c) and (d) for T,X, x and use
the choice of s′. So, by the induction hypothesis for T ′, X ′, x ∪ s′, we get

(B.2) x ∪ s′ ∪X ′ is a face of T ′A.

By (a) for T,X, x and since s 6∈ s′ for s ∈ T ′, we have

(B.3) s′ 6⊆ x ∪X ′.

Observe also that s′ is not a vertex of T ′A as s′ 6∈ T ′ and s′ is not a vertex of A
since it is a face of A. Now, from (B.2) and (B.3), by Lemma B.1(i), we get

x ∪X ′ ∪ {s′} is a face of s′T ′A,

that is,

(B.4) x ∪X is a face of s′T ′A.

Note that T \ (T ′ ∪ {s′}) is an additive family of faces of s′T ′A. Additivity is
obvious since T is additive and s′ is not a face of s′T ′A; to see that T \ (T ′ ∪ {s′})
consist of faces of s′T ′A apply Lemma B.1(ii) and observe that no set from {s′}∪T ′
is included in a set from T \ (T ′ ∪ {s′}). Furthermore, by (a) for T,X, x, we have
that, for each t ∈ T \ (T ′ ∪ {s′}),

t 6⊆ x ∪X.

Thus, it follows from (B.4) and the conclusion of the lemma with X = ∅ that

x ∪X ∈
(
T \ (T ′ ∪ {s′})

)
s′ T ′A = TA,

as required.
Now we show ⇒. Assume x∪X is a face of TA. Then x is a face of TA and (a)

follows from the case X = ∅ proved above.
Since the case X = ∅ is taken care of in the beginning of the proof, we assume

that X 6= ∅ in what follows.
Fix s ∈ X. We show that if x ∪ {s} ∈ TA, then x ∪ s ∈ A and, for each t ∈ T ,

if t ⊆ x ∪ s, then t ⊆ s. Note, that this will prove (d) and, also, it will prove (b)
as long as we show (c) (which we do below). Fix a non-decreasing enumeration
t0 · · · ti · · · tn of T with ti = s and such that of tj 6⊆ s, then j > i. Since x∪{s} is a
face of TA, s is not a vertex of A, and s 6= tj for all j 6= i, we have that x∪{s} is a
face of ti · · · tnA. Thus, by Lemma B.1(i), we get that x∪ s is a face of ti+1 · · · tnA.
Since x∪s ⊆ Vr(A), so tj 6∈ x∪s for all j, we see, by Lemma B.1(ii), that x∪s ∈ A
and tj 6⊆ x ∪ s for all j > i. It follows that if t ∈ T and t ⊆ x ∪ s, then t = tj for
j ≤ i, which, by the choice of our enumeration of T , implies that t ⊆ s.
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It remains to show (c). Towards a contradiction, assume that x ∪X ∈ TA and
there are s1, s2 ∈ X such that s1 6⊆ s2 and s2 6⊆ s1. Then {s1, s2} is a face of TA.
We show that this leads to a contradiction. Let T be non-decreasingly enumerated
as t0 · · · tn. Then, for some i, j ≤ n, we have

s1 = ti and s2 = tj , and(
s1 ∪ s2 = tk, for some k > max(i, j), or s1 ∪ s2 is not a face of A

)
.

(B.5)

By symmetry, we can assume i < j. Then, by Lemma B.1(i), s1 ∪ {s2} is a
face of ti+1 · · · tnA. This holds precisely when s1 ∪ s2 is a face of tj+1 · · · tnA, by
Lemma B.1(i) again. But s1∪s2 is not a face of this complex by the third conjunct
of (B.5), a contradiction. �

We also register the following lemma with the description of the set of vertices
a complex divided by an additive family of faces.

Lemma B.3. Let A be a divided complex, and let T be an additive family of faces
of A. Then

Vr(TA ) = T ∪
(

Vr(A ) \ {y | {y} ∈ T}
)
.

Proof. Clearly, we have Vr(TA ) ⊆ T ∪ Vr(A ). We note that for each t′ ∈ T

and y′ ∈ Vr(A ) \ {y | {y} ∈ T}, the sets {t′} and {y′} satisfy the conditions of
Lemma B.2, so they are faces of TA, which makes t′ and y′ into vertices of TA. On
the other hand, for y′ ∈ Vr(A) with {y′} ∈ T , we see that {y′} contains an element
of T as a subset, so it does not fulfill condition (a). It follows that y′ 6∈ Vr(TA). �

We will need a precise description of faces of complexes after two and three
divisions. This is done in the two lemmas below.

Lemma B.4. Let A be a divided complex, and let s, t ∈ Fin+ be such that s is not
a vertex of tA, and t is not a vertex of A. Let x be in Fin+, and put x0 = x\{s, t}.
We have

x ∈ s tA⇐⇒



(
s \ {t}

)
∪ t ∪ x0 ∈ A, (t \ s) 6⊆ x0, s 6⊆ x, if s ∈ x, t ∈ s ∪ x,

s ∪ x0 ∈ A, (t \ s) 6⊆ x0, s 6⊆ x, if s ∈ x, t 6∈ s ∪ x,
t ∪ x0 ∈ A, t 6⊆ x0, s 6⊆ x, if s 6∈ x, t ∈ x,
x0 ∈ A, t 6⊆ x0, s 6⊆ x, if s 6∈ x, t 6∈ x.

Proof. Two careful applications of Lemma B.1 yield the conclusion. �

The next lemma is a technical consequence of Lemmas B.1 and B.4. Given
two faces s, t of a complex A, it determines the faces of the complex u s tA, for
an appropriately chosen u. The lemma will be crucially used in the proofs of
Theorems C.4 and C.5.

Lemma B.5. Let A be a divided complex, let s, t ∈ A, and let r be a set such that

s \ t ⊆ r ⊆ s.

Set u = r ∪ {t}. Let y ∈ Fin+, and set y0 = y \ {s, t, u}.
(A) Assume s 6= t. The following statements hold.
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(i) If u ∈ y, then y ∈ u s tA if and only if

s ∪ t ∪ y0 ∈ A, (s \ r) 6⊆ y0, r ∪ {t} 6⊆ y, (t \ s) ∪ {s} 6⊆ y.

(ii) If u 6∈ y, then y ∈ u s tA if and only if
s ∪ t ∪ y0 ∈ A, (t \ s) 6⊆ y0, r 6⊆ y0, if s ∈ y, t ∈ y,
t ∪ y0 ∈ A, t 6⊆ y0, r 6⊆ y0, if s 6∈ y, t ∈ y,
s ∪ y0 ∈ A, (t \ s) 6⊆ y0, s 6⊆ y0, if s ∈ y, t 6∈ y,
y0 ∈ A, t 6⊆ y0, s 6⊆ y0, if s 6∈ y, t 6∈ y.

(B) Assume s = t. Then s tA = tA and the following statements hold.
(i) If u ∈ y, then y ∈ u tA if and only if

t ∪ y0 ∈ A, (t \ r) 6⊆ y0, r ∪ {t} 6⊆ y.

(ii) If u 6∈ y and t ∈ y, then y ∈ u tA if and only if{
t ∪ y0 ∈ A, r 6⊆ y0, if t ∈ y,
y0 ∈ A, t 6⊆ y0, if t 6∈ y.

Proof. We freely use Lemma 5.2 in this proof, so, for example, from the assumptions
s, t ∈ A, we get s, t 6∈ tc

(
Vr(A)

)
, s 6∈ t, and t 6∈ s.

Observe that u is not a vertex of stA since u 6= s (as t 6∈ s), u 6= t (as t 6∈ t), and
u is not a vertex of A (as t 6∈ tc

(
Vr(A)

)
). Also t is not a vertex of A (as t ∈ A) and

s is not a vertex of tA (as t 6∈ s and s is not a vertex of A). Thus, Lemmas B.1 and
B.4 are applicable.

We prove (A). Assume first that u ∈ y. Applying Lemma B.1(i), we conclude
that y ∈ u s tA precisely when

(B.6) u ∪
(
y \ {u}

)
∈ s tA and u 6⊆ y.

To unravel the condition u ∪
(
y \ {u}

)
∈ s tA, we apply Lemma B.4 with

x = u ∪
(
y \ {u}

)
.

We note that t ∈ u, so
t ∈ x,

and, therefore, only the first and third cases on the right hand side of the equivalence
in Lemma B.4 are relevant. We note that s 6∈ u, since s 6= t, and, therefore,

s ∈ x ⇔ s ∈ y.

Now, we apply Lemma B.4 with x = u ∪
(
y \ {u}

)
. Keeping in mind that

x0 = r ∪ y0, t 6∈ s, r ⊆ s,

we see that x ∈ s tA holds precisely when{
s ∪ t ∪ y0 ∈ A, (t \ s) 6⊆ y0, (s \ r) 6⊆ y0, if s ∈ y,
r ∪ t ∪ y0 ∈ A, (t \ r) 6⊆ y0, (s \ r) 6⊆ y0, if s 6∈ y.
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Observe that by using our assumptions on r, we have r ∪ t = s∪ t and s \ r ⊆ t \ r,
so the above formulas can be restated as{

s ∪ t ∪ y0 ∈ A, (t \ s) 6⊆ y0, (s \ r) 6⊆ y0, if s ∈ y,
s ∪ t ∪ y0 ∈ A, (s \ r) 6⊆ y0, if s 6∈ y.

Thus, using the second part of (B.6), we reach the conclusion that, under the
assumption u ∈ y, the condition y ∈ u s tA is equivalent to

(B.7) s ∪ t ∪ y0 ∈ A, r ∪ {t} 6⊆ y, (s \ r) 6⊆ y, and, when s ∈ y, (t \ s) 6⊆ y.

The last part of the right hand side of (B.7) can be rephrased as (t \ s) ∪ {s} 6⊆ y,
which transforms (B.7) into (i).

Now, assume u 6∈ y. We apply Lemma B.1(ii) to see that y ∈ u s tA precisely
when y ∈ s tA and u 6⊆ y; this last condition being equivalent to the disjunction
r 6⊆ y or t 6∈ y. Thus, under this condition, using Lemma B.4 with x = y and
keeping in mind that u, s 6∈ r and u, t 6∈ s, we get the statements in (ii).

We show (B). We apply Lemma B.4 (with s = u and t and x = y). Since t ∈ u,
we see that the conditions from Lemma B.4 equivalent to y ∈ u tA translate to

r ∪ t ∪ y0 ∈ A, (t \ r) 6⊆ y0, u 6⊆ y, if u ∈ y, t ∈ u ∪ y,
t ∪ y0 ∈ A, t 6⊆ y0, u 6⊆ y, if u 6∈ y, t ∈ y,
y0 ∈ A, t 6⊆ y0, u 6⊆ y, if u 6∈ y, t 6∈ y.

with the second condition in Lemma B.4 omitted since t 6∈ u ∪ y fails. Now after
noticing that u = r ∪ {t} and r ⊆ t, we restate the assertions above as

t ∪ y0 ∈ A, (t \ r) 6⊆ y0, r ∪ {t} 6⊆ y, if u ∈ y,
t ∪ y0 ∈ A, t 6⊆ y0, r ∪ {t} 6⊆ y, if u 6∈ y, t ∈ y,
y0 ∈ A, t 6⊆ y0, r ∪ {t} 6⊆ y, if u 6∈ y, t 6∈ y.

Seeing that u 6∈ r, we get the final restatement
t ∪ y0 ∈ A, (t \ r) 6⊆ y0, r ∪ {t} 6⊆ y, if u ∈ y,
t ∪ y0 ∈ A, t 6⊆ y0, r 6⊆ y0, if u 6∈ y, t ∈ y,
y0 ∈ A, t 6⊆ y0, if u 6∈ y, t 6∈ y.

Clearly, this is the content of (B). �

Appendix C. Proofs of grounded simpliciality of maps

In this section, we prove that various maps are grounded simplicial. In light of
Lemma 5.4, our task is as follows. We are given two divided complexes A and B
and a map f : Vr(B) → Vr(A). We need to show that f fulfills the following two
conditions:

(S1) if t ∈ B, then f(t) ∈ A and sp
(
f(t)

)
⊆ sp(t);

(S2) if s ∈ A, then there exists t ∈ B with f(t) = s and sp(t) = sp(s).
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C.1. Weld maps. We restate the definition of weld maps given in Section 2 in a
manner appropriate to the setup of Section 5. Let A be a divided complex and let
s be in Fin+. We have

Vr(sA) =


Vr(A), if s 6∈ A;(
Vr(A) \ s

)
∪ {s}, if s ∈ A and s is a one-element set;

Vr(A) ∪ {s}, if s ∈ A and s has at least two elements.

If s 6∈ Vr(A), define

πAp,s(y) =

{
y, if y ∈ Vr(A);

p, if y = s.

Lemma C.1. Let A be a divided complex, let s ∈ Fin+ not be a vertex of A, and
let p ∈ s. Then the weld map πAp.s : sA→ A is grounded simplicial.

Proof. Set πAp,s = π. We check that π fulfills (S1). If t is an old face of sA, then
t ∈ A and π(t) = t; obviously, in this case, sp(t) = sp(π(t)). If {s} ∪ t is a new face
of sA, then s ∪ t ∈ A, so {p} ∪ t ∈ A as p ∈ s, and π({s} ∪ t) = {p} ∪ t. Clearly,
since p ∈ s, we have

sp
(
π({s} ∪ t)

)
⊆ sp({s} ∪ t).

To see that π satisfies (S2), let t be a face of A. If s 6⊆ t, then t is a face of sA,
π(t) = t, and sp(t) = sp

(
π(t)

)
. If s ⊆ t, then

{s} ∪ (t \ {p}) ∈ sA

since s ∪ (t \ {p}) = t ∈ A. We also have

π
(
{s} ∪ (t \ {p})

)
= {p} ∪

(
t ∪ {p}

)
= t,

and, by s ∪ (t \ {p}) = t,

sp
(
{s} ∪ (t \ {p})

)
= sp(t),

and the lemma is proved. �

We now restate the definition of maps of the form πAι . Let A be a divided
complex, and let S be an additive family of faces of A. Observe that

Vr(SA) =
(
Vr(A) \ {x | {x} ∈ S}) ∪ S.

Let ι : S →
⋃
S be such that ι(s) ∈ s for each s ∈ S. Let

πAι : SA→ A

be the map defined by

πAι (y) =

{
y, if y ∈ Vr(A) \ {x | {x} ∈ S};
ι(y), if y ∈ S.

Lemma C.2. Let A be a divided complex, let S be a an additive family of faces
of A, and let ι : S →

⋃
S be such that ι(s) ∈ s. Then πAι is a composition of weld

maps.
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Proof. Let ~S = s0 · · · sn be a non-decreasing enumeration of S. For i ≤ n,

πi = πsi···snAι(si),si
: sisi+1 · · · snA→ si+1 · · · snA

given by si → ι(si) is a weld map and

πι = πn ◦ · · · ◦ π0.

So πAι is a composition of weld maps. �

C.2. Division of grounded simplicial maps. Recall the definition of division
of grounded simplicial maps from Section 1.4. We restate it here with the notation
appropriate to divided complexes. Let A and B be divided complexes. Given a
grounded simplicial map f : B → A and s ∈ A, define a map

sf : Vr
((
f−1(s)

)
B
)
→ Vr(sA)

as follows. By Lemma B.3, we have

Vr
((
f−1(s)

)
B
)

= f−1(s) ∪
(

Vr(B) \
{
x ∈ Vr(B) | {x} ∈ f−1(s)

})
and

Vr(sA) =

{
{s} ∪Vr(A), if #s > 1;

{s} ∪
(
Vr(A) \ s

)
, if #s = 1.

Define

(sf)(v) =

{
s, if v ∈ f−1(s);

f(v), if v ∈ Vr(B) \ {x ∈ Vr(B) | {x} ∈ f−1(s).

Lemma C.3. Assume A,B are divided complexes. Let f : B → A be a grounded
simplicial map, and let s be a face of A. Then the map

sf :
(
f−1(s)

)
B → sA

is grounded simplicial.

Proof. We freely use properties (4.1) of the operation sp in the calculations below.
We start with proving that sf fulfills (S1). By Lemma B.2 with T = f−1(s), a

face of f−1(s)B can have one of two forms:
— it is r with r ∈ B and t 6⊆ r, for each t ∈ f−1(s), or
— it is r ∪X, where X is a non-empty linearly ordered by inclusion subset of

f−1(s), with r ∪
⋃
X ∈ B and t 6⊆ r, for each t ∈ f−1(s).

In the first case, (sf)(r) = f(r) ∈ A. So, to check that sf(r) ∈ sA, it suffices
to see that s 6⊆ f(r). But otherwise, there exists t ⊆ r with f(t) = s, that is,
t ∈ f−1(s), contradicting the assumptions on r. Note also that since f fulfills (S1),

sp
(
(sf)(r)

)
= sp

(
f(r)

)
⊆ sp(r).

In the second case,
(sf)(r ∪X) = f(r) ∪ {s}.

To see that the right side is a face of sA, by Lemma B.1(i), we need to show that
f(r) ∪ s ∈ A and s 6⊆ f(r). But,

f(r) ∪ s = f(r ∪
⋃
X),
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which is a face of A since r ∪
⋃
X is a face of A and f has (S1). The checking that

the condition s 6⊆ f(r) holds is the same as in the first case. Furthermore, since f
fulfills (S1), we get

sp
(
(sf)(r ∪X)

)
= sp

(
f(r) ∪ {s}

)
⊆ sp

(
r ∪ {s}

)
⊆ sp(r ∪X)

with the last inclusion following from f(t) = s for t ∈ X and f having (S1).
We now check that sf satisfies (S2). From the definition of division, a face of

sA can have one of the two forms:

— r with r ∈ A and s 6⊆ r;
— r ∪ {s} with r ∪ s ∈ A and s 6⊆ r.

In the first case, since f has (S2), there exists t ∈ B with f(t) = r and sp(t) =

sp(r). Note that no element of f−1(s) is included in t since otherwise s ⊆ r. Thus,
t ∈ f−1(s)B and (sf)(t) = r.

In the second case, since f fulfills (S2), there exists t ∈ B such that f(t) = r ∪ s
and

(C.1) sp(t) = sp(r ∪ s).

Let t1 ⊆ t be maximal with respect to inclusion with f(t1) = s and let t2 ⊆ t be
such that f(t2) = r. We consider t2∪{t1}. Using (C.1), properties of the operation
sp, and the fact that f satisfies (S1), we get

sp(t) ⊇ sp
(
t2 ∪ {t1}

)
= sp(t2) ∪ sp(t1) ⊇ sp(r) ∪ sp(s) = sp(r ∪ s) = sp(t),

from which, by using again the properties of sp, we obtain

(C.2) sp
(
t2 ∪ {t1}

)
= sp(r) ∪ sp(s) = sp

(
r ∪ {s}

)
.

Now, we use Lemma B.2 to see that

(C.3) t2 ∪ {t1} ∈ f−1(s)B.

Indeed, u 6⊆ t2, for each u ∈ f−1(s), since otherwise

s = f(u) ⊆ f(t2) = r,

which contradicts our assumptions. Also t1 ∪ t2 ⊆ t, so t1 ∪ t2 is a face of B.
Obviously, {t2} is linearly ordered by inclusion, so it remains to see that, for each
u ∈ f−1(s), if u ⊆ t1 ∪ t2, then u ⊆ t1, but this follows from maximality of t1. So,
(C.3) holds. We have

(sf)
(
t2 ∪ {t1}

)
= f(t2) ∪ {s} = r ∪ {s}.

The above equalities and (C.2) finish the argument for sf having (S2). �

C.3. Combinatorial isomorphisms. Let A, B be divided complexes. We ob-
serve that f : Vr(B)→ Vr(A) is a grounded isomorphism, that is, it is an invertible
grounded simplicial map whose inverse is grounded simplicial, precisely when the
following two conditions hold

— f is bijective and, for t ⊆ Vr(B), t ∈ B if and only if f(t) ∈ A;
— for t ∈ B, sp

(
f(t)

)
= sp(t).
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We will be checking these conditions in Theorems C.4 and C.5 below.
It is clear that in most situations the complexes s tA and t sA, where s, t are

faces of A, are not isomorphic. It turns out, however, that one may reverse the
order of s and t if one agrees to compensate the order change with applications of
appropriate additional divisions. This is the content of Theorems C.4 and C.5.

Theorem C.4. Let A be a divided complex. Let t ∈ Fin+ and let r, s ⊆ t be such
that r ∪ s 6= ∅ and r ∩ s = ∅. Assume that t 6∈ tc

(
Vr(A)

)
. Set

B1 =
(
r ∪ {t}

)
(r ∪ s) tA and B2 =

(
s ∪ {t}

)
(r ∪ s) tA.

(i) We have
— t is a vertex of B1 ⇐⇒ s ∪ {t} is a vertex of B2 ⇐⇒ t is a face of A

and r 6= ∅ and
— r ∪ {t} is a vertex of B1 ⇐⇒ t is a vertex of B2 ⇐⇒ t is a face of A

and s 6= ∅.
(ii) The complexes B1 and B2 are ground isomorphic via the assignment

t→ s ∪ {t}, r ∪ {t} → t.

In the second theorem, one changes the orders of s and t at the expense of an
additional division.

Theorem C.5. Let A be a divided complex, and let s, t ∈ Fin+ be such that s 6∈ t,
t 6∈ s, and s, t 6∈ tc

(
Vr(A)

)
. Set

B1 =
(
(s \ t) ∪ {t}

)
s tA and B2 =

(
(t \ s) ∪ {s}

)
t sA.

(i) (s \ t) ∪ {t} is a vertex of B1 ⇐⇒ (t \ s) ∪ {t} is a vertex of B2 ⇐⇒ s ∪ t
is a face of A and s ∩ t 6= ∅.

(ii) The complexes B1 and B2 are ground isomorphic via the assignment

(s \ t) ∪ {t} → (t \ s) ∪ {s}.

Notice that, by Lemma 5.2, the assumptions t 6∈ tc
(
Vr(A)

)
and s, t 6∈ tc

(
Vr(A)

)
in Theorems C.4 and C.5 above are implied by the simpler to state condition t ∈ A.
But the theorems will be applied with the weaker assumptions.

Corollary C.6. Let A be a divided complex, and let s, t ∈ Fin+ be such that s 6∈ t
and t 6∈ s.

(i) If s ∪ t is not a face of A, then s tA = t sA.
(ii) If s ∩ t = ∅, then s tA = t sA.

Proof. If s is not a face of A, then, by the definition of dividing, since t 6∈ s, s is
not a face of tA. It follows that tsA = tA and stA = tA and the conclusions of (i)
and (ii) follow. The same argument gives the conclusions if t is not a face of A. So
we assume that s and t are faces of A.

(i) Under the assumption of (i), by Theorem C.5(i), we have that (s \ t) ∪ {t}
and (t \ s) ∪ {s} are not faces of stA and tsA, respectively. So, we get(

(s \ t) ∪ {t}
)
s tA = s tA and

(
(t \ s) ∪ {s}

)
t sA = t sA.
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Now, the conclusion of Theorem C.5(ii) gives that the identity assignment on the
vertices is a grounded isomorphism between stA and tsA. Thus, we get the equality
stA = tsA.

(ii) By Theorem C.5(i), (s \ t) ∪ {t} and (t \ s) ∪ {s} are not faces of stA and
tsA, respectively. Thus, we get(

(s \ t) ∪ {t}
)
s tA = s tA and

(
(t \ s) ∪ {s}

)
t sA = t sA.

Now, we finish the proof of (ii) by applying Theorem C.5(ii). �

Now we move to the proof of Theorem C.4.

Proof of Theorem C.4. We note that since r, s ⊆ t, we have

sp(t) = sp
(
s ∪ {t}

)
= sp

(
r ∪ {t}

)
.

Thus, it remains to check that the assignment from (ii) gives a bijective function
between Vr(B1) and Vr(B2) such that the function and its inverse map faces to
faces.

We start with considering the case t 6∈ A. Then, if r ∪ s = t, we have

B1 = (r ∪ {t})A and B2 = (s ∪ {t})A.

Since t is not a vertex of A, we see that r ∪ {t} and s ∪ {t} are not faces of A, so
actually

B1 = A = B2.

Thus, by our assumption t 6∈ tc
(
Vr(A)

)
, we see that t, r ∪ {t}, s ∪ {t} are not

vertices of B1 and B2, so points (i) and (ii) of the lemma follow. If r ∪ s ( t, then

B1 = (r ∪ {t})(r ∪ s)A and B2 = (s ∪ {t})(r ∪ s)A.

Since t is not a vertex of A and since t 6= r ∪ s, we see that r ∪ {t} and s ∪ {t} are
not faces of (r ∪ s)A; thus,

B1 = (r ∪ s)A and B2 = (r ∪ s)A.

Since t, r ∪ {t}, s ∪ {t} are not vertices of A, they are not vertices of B1 and B2

since otherwise r ∪ s would be equal to one of them, which is ruled out by our case
assumption that t 6= r ∪ s and by t 6∈ r ∪ s (as r ∪ s ⊆ t). Now, points (i) and (ii)
of the lemma follow immediately.

So, assume that t ∈ A. Note first that then t is a vertex of tA and it remains a
vertex of B1 precisely when r ∪ s 6= {t} and r ∪ {t} 6= {t}. This happens precisely
when r 6= ∅ since t 6∈ r ∪ s (as r ∪ s ⊆ t). An analogous argument gives that t
is a vertex of B2 precisely s 6= ∅. Now observe that r ∪ {t} is a face of tA since
r ∪ t = t is a face of A. It follows that r ∪ {t} is a face of (r ∪ s)tA precisely when
r ∪ s 6⊆ r ∪ {t}, which is equivalent to saying s 6= ∅ (as t 6∈ r ∪ s). Thus, r ∪ {t} is
a vertex of B1 precisely when s 6= ∅. A similar argument shows that s ∪ {t} is a
vertex of B2 precisely when r 6= ∅. Point (i) follows.

Now we argue for point (ii) under the assumption t ∈ A. Set

u = r ∪ {t}, v = s ∪ {t}, and w = r ∪ s.
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We split our argument into two cases: w 6= t and w = t.
Assume first w 6= t. Define

f : Vr(A) ∪ {w, t, u} → Vr(A) ∪ {w, t, v}

by letting
f �
(
Vr(A) ∪ {w}

)
= id, f(t) = v, f(u) = t.

We need to see that, for y ⊆ Vr(A) ∪ {w, t, u},

(C.4) y ∈ uw tA⇔ f(y) ∈ v w tA.

We consider the complex uw tA. Let y ⊆ Vr(A) ∪ {w, t, u}, and set y0 =

y ∩ Vr(A). By Lemma B.5(A) (with r, s = w, t) using the assumed relationships
w 6= t (which implies that w is not a vertex of tA) and w ⊆ t, we obtain the
following points with (i) of Lemma B.5(A) split into (u-i) and (u-ii) and (ii) of
Lemma B.5(A) split into (u-iii) and (u-iv).

(u-i) If u ∈ y and t ∈ y, then y ∈ uw tA if and only if

t ∪ y0 ∈ A, s 6⊆ y0, r 6⊆ y0, (t \ w) ∪ {w} 6⊆ y.

(u-ii) If u ∈ y and t 6∈ y, then y ∈ uw tA if and only if

t ∪ y0 ∈ A, s 6⊆ y0, (t \ w) ∪ {w} 6⊆ y.

(u-iii) If u 6∈ y and t ∈ y, then y ∈ uw tA if and only if

t ∪ y0 ∈ A, r 6⊆ y0, (t \ w) ∪ {w} 6⊆ y.

(u-iv) If u 6∈ y and t 6∈ y, then y ∈ uw tA if and only if{
w ∪ y0 ∈ A, (t \ w) 6⊆ y0, w 6⊆ y0, if w ∈ y,
y0 ∈ A, w 6⊆ y0, if w 6∈ y.

The same analysis for the complex v w tA, shows that, for a subset z of Vr(A)∪
{w, t, v}, if we let z0 = z ∩Vr(A), we have the following statements.

(v-i) If v ∈ z and t ∈ z, then z ∈ v w tA if and only if

t ∪ z0 ∈ A, s 6⊆ z0, r 6⊆ z0, (t \ w) ∪ {w} 6⊆ z.

(v-ii) If v ∈ z and t 6∈ z, then z ∈ v w tA if and only if

t ∪ z0 ∈ A, r 6⊆ z0, (t \ w) ∪ {w} 6⊆ z.

(v-iii) If v 6∈ z and t ∈ z, then z ∈ v w tA if and only if

t ∪ z0 ∈ A, s 6⊆ z0, (t \ w) ∪ {w} 6⊆ z.

(v-iv) If v 6∈ z and t 6∈ z, then z ∈ v w tA if and only if{
w ∪ z0 ∈ A, (t \ w) 6⊆ z0, w 6⊆ z0, if w ∈ z,
z0 ∈ A, w 6⊆ z0, if w 6∈ z.

Substituting z = f(y) in (v-i)–(v-iv) and using the definition of f , we get the
following statements.
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(v-v) If t ∈ y and u ∈ y, then f(y) ∈ v w tA if and only if

t ∪ y0 ∈ A, s 6⊆ y0, r 6⊆ y0, (t \ w) ∪ {w} 6⊆ y.

(v-vi) If t ∈ y and u 6∈ y, then f(y) ∈ v w tA if and only if

t ∪ y0 ∈ A, r 6⊆ y0, (t \ w) ∪ {w} 6⊆ y.

(v-vii) If t 6∈ y and u ∈ y, then f(y) ∈ v w tA if and only if

t ∪ y0 ∈ A, s 6⊆ y0, (t \ w) ∪ {w} 6⊆ y.

(v-viii) If t 6∈ y and u 6∈ y, then f(y) ∈ v w tA if and only if{
w ∪ y0 ∈ A, (t \ w) 6⊆ y0, w 6⊆ y0, if w ∈ y,
y0 ∈ A, w 6⊆ y0, if w 6∈ y.

We note that the conditions in the pairs ((u-i) and (v-v)), ((u-ii) and (v-vii)),
((u-iii) and (v-vi)), ((u-iv) and (v-viii)) are identical, which proves (C.4).

Assume now w = t, and recall that t is a face of A. We keep in mind that
t, u, v 6∈ Vr(A) (since t 6∈ tc

(
Vr(A)

)
. We have

B1 = u tA and B2 = v tA.

We need to show that for the function

f : Vr(A) ∪ {t, u} → Vr(A) ∪ {t, v}

defined by letting
f � Vr(A) = id, f(t) = v, f(u) = t,

we have that, for y ⊆ Vr(A) ∪ {t, u},

(C.5) y ∈ u tA⇔ f(y) ∈ v tA.

We use Lemma B.5(B) (substituting w for s = t). For y ⊆ Vr(A) ∪ {u, t} and
z ⊆ Vr(A) ∪ {v, t} after setting y0 = y \ {u, t} and z0 = z \ {v, t}, and noting that
t \ r = s, we get

y ∈ u tA⇐⇒


t ∪ y0 ∈ A, s 6⊆ y0, r 6⊆ y0 if u ∈ y, t ∈ y,
t ∪ y0 ∈ A, s 6⊆ y0, if u ∈ y, t 6∈ y,
t ∪ y0 ∈ A, r 6⊆ y0, if u 6∈ y, t ∈ y,
y0 ∈ A, t 6⊆ y0, if u 6∈ y, t 6∈ y.

and

(C.6) z ∈ v tA⇐⇒


t ∪ z0 ∈ A, s 6⊆ z0, r 6⊆ z0 if v ∈ y, t ∈ y,
t ∪ z0 ∈ A, r 6⊆ z0, if v ∈ y, t 6∈ y,
t ∪ z0 ∈ A, s 6⊆ z0, if v 6∈ z, t ∈ z,
z0 ∈ A, t 6⊆ z0, if v 6∈ z, t 6∈ z.

We finish the proof as in the case w 6= t by substituting f(y) for z in (C.6) and
using the definition of f . �
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Proof of Theorem C.5. We note

sp
(
(s \ t) ∪ {t}

)
= sp

(
(t \ s) ∪ {s}

)
.

It follows that we only need to see that the assignment in (ii) gives a bijective
function between Vr(B1) and Vr(B2) such that the function and its inverse map
faces to faces.

First we consider the case s = t. Then B1 = {t} t A = B2 and the assignment in
(ii) is {t} → {t}, which determines the identity map. So, (ii) follows. When s = t,
point (i) reads

{t} is a vertex of {t} t A ⇔ t is a face of A.

The implication ⇐ is clear from the definition of division. As for the implication
⇒ note that if t is not a face of A, then {t} t A = {t}A and {t} is a vertex of {t}A
only if {t} is a face of A or {t} is a vertex of A. Both these possibilities are excluded
by the assumption t 6∈ tc

(
Vr(A)

)
. Thus, (ii) follows.

From this point on, we assume that s 6= t.
We start with proving (i). Let u = (s \ t)∪ {t}. Since u 6= s (as t 6∈ s), u 6= t (as

t 6∈ s), and u is not a vertex of A (as t 6∈ tc
(
Vr(A)

)
), we have that u is a vertex of

B1 precisely when u is a face of s tA. We apply Lemma B.4 with x = u. Note that
s is not a vertex of tA since s 6= t and s is assumed not to be a vertex of A, so the
lemma can be applied. Note further that t ∈ u and s 6∈ u since s 6= t and s 6∈ s. It
follows that u ∈ s tA if and only if (s \ t) ∪ t ∈ A, t 6⊆ s \ t, and s 6⊆ s \ t, which
is equivalent to s ∪ t ∈ A and s ∩ t 6= ∅. By an analogous argument we see that
(t \ s)∪{s} is a vertex of B2 if and only if s∪ t ∈ A and s∩ t 6= ∅, and (i) is proved.

Now we show (ii). Note that by point (i), if s ∪ t is not a face of A or s ∩ t = ∅,
then B1 = stA = tsA = B2 and the assignment gives the identity map, so point
(ii) holds. We therefore assume that s∪ t ∈ A and s∩ t 6= ∅. The proof is based on
an application of Lemma B.5 with r = s \ t. We consider the two complexes

u s tA and v t sA,

where

u = (s \ t) ∪ {t} and v = (t \ s) ∪ {s}.

Note that

(C.7) u 6= s, t and v 6= s, t

since s 6∈ t and t 6∈ s. Also u, v 6∈ Vr(A) since s, t 6∈ tc
(
Vr(A)

)
. So, we can define a

function f : Vr(A)∪{s, t, u} → Vr(A)∪{s, t, v} by letting f �
(
Vr(A)∪{s, t}

)
be the

identity and f(u) = v. The function f is a bijection and, for y ⊆ Vr(A) ∪ {s, t, u},
we have

sp
(
f(y)

)
= sp(y).

So, we only need to show that

(C.8) y ∈ u s tA⇔ f(y) ∈ v t sA.
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Observe first that directly from the definition, we have, for y ⊆ Vr(A)∪{s, t, u},
f(y) ∩

(
Vr(A) ∪ {s, t}

)
= y ∩

(
Vr(A) ∪ {s, t}

)
v ∈ f(y)⇔ u ∈ y.

(C.9)

Consider the complex u s tA. Set y0 = y \ {s, t, u}. We apply Lemma B.5 with
r = s \ t. By Lemma B.5(Ai), we get the following statement.

(a) If u ∈ y, then y ∈ u s tA if and only if

(C.10) s ∪ t ∪ y0 ∈ A, (s \ t) ∪ {t} 6⊆ y, (s ∩ t) 6⊆ y0, (t \ s) ∪ {s} 6⊆ y.

Whereas by Lemma B.5(Aii), we get the following statement.
(b) If u 6∈ y, then y ∈ u s tA if and only if

(C.11)


s ∪ t ∪ y0 ∈ A, (t \ s) 6⊆ y0, (s \ t) 6⊆ y0, if s ∈ y, t ∈ y,
s ∪ y0 ∈ A, (t \ s) 6⊆ y0, s 6⊆ y0, if s ∈ y, t 6∈ y,
t ∪ y0 ∈ A, t 6⊆ y0, (s \ t) 6⊆ y0, if s 6∈ y, t ∈ y,
y0 ∈ A, t 6⊆ y0, s 6⊆ y0, if s 6∈ y, t 6∈ y.

We work under the assumption of (a). By the second line of (C.9), we have
v ∈ f(y). By v ∈ f(y), the same application of Lemma B.5(Ai) as the one we used
to get (C.10) shows that the condition f(y) ∈ v t sA is equivalent to (C.10) with s
and t switched and with y replaced by f(y). Note that (C.10) is invariant under
switching of s and t. Thus, by the first line of (C.9), we get that f(y) ∈ v t sA is
equivalent to (C.10). Thus, (C.8) follows.

We work now under the assumption of (b). By the second line of (C.9), we
have v 6∈ f(y). Again, by v 6∈ f(y), Lemma B.5(Aii) implies that the condition
f(y) ∈ v t sA is equivalent to (C.11) with s and t switched and with y replaced by
f(y). Since (C.11) is invariant under switching of s and t, by the first line of (C.9),
we have that f(y) ∈ v t sA is equivalent to (C.11). Again, (C.8) follows. �
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